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The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
(SNIPPED)
[29558]	3GPP TS 29.558: "Enabling Edge Applications; Application Programming Interface (API) specification; Stage 3".
NEXT CHANGE
3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
CDN	Content Delivery Network
DS	Differentiated Service
EAS	Edge Application Server
EES	Edge Enabler Server
FAR	Forward Action Rule
MAR	Multi-Access Rule
NRF	Network Repository Function
PDR	Packet Detection Rule
PFCP	Packet Forwarding Control Protocol
QER	QoS Enforcement Rule
QLOG	QUIC Logging
PHB	Per-Hop Behaviour
PFD	Packet Flow Description
SDF	Service Data Flow
URL	Uniform Resource Locator
URR	Usage Reporting Rule
NEXT CHANGE (All new text)
5.X	5GMS Application Server configuration and management
5.X.1	Description
5.X.1.1	5GMS AS configuration
The general architecture for 5G Media Streaming illustrated in figure 4.2‑1 of TS 26.501 [15] specifies M3 as a reference point between the 5GMS Application Function and the 5GMS Application Server.
In the case of downlink media streaming, clause 4.2.1 of [15] specifies that reference point M3d is for internal interactions between these system actors for the purposes of configuring the content hosting feature for 5G Media Streaming:
	-	M3d: (Internal and NOT SPECIFIED): Internal API used to exchange information for content hosting on a 5GMSd AS within the trusted DN.



Furthermore, clause 9 of TS 26 512 [16] does not specify procedures at reference point M3:
	APIs of this reference point are not specified within this release.



Because there is no interface standardised at reference point M3 in the current release, a 5G System operator must follow one of the following courses to deploy a 5GMS System:
1.	Deploy compatible 5GMS AS and 5GMS AF instances with a proprietary configuration interface at reference point M3.
-	Achieving this aim may necessitate procurement of both functions from the same vendor.
2.	Implement a proprietary configuration interface at reference point M3 between incompatible 5GMS AS and 5GMS AF instances as a system integration exercise.
Both approaches are unattractive to a 5G System operator for different and obvious reasons. From this, it may be inferred that deployment of the 5GMS architecture is hampered by the lack of standardisation at reference point M3.
5.X.1.2	5GMS AS management
In a deployment of the 5G Media Streaming architecture (a so-called "5GMS System") a 5GMS AF manages a set of one or more 5GMS AS instances that collectively deliver the required content hosting services for downlink media streaming and/or content publishing services for uplink media streaming.
In order to deliver the required service levels, the 5GMS AF needs to know:
1.	Whether each 5GMS AS instance under its management is currently operating correctly.
-	If not, the 5GMS AF may need to start a new 5GMS AS instance to replace the one that is no longer operating.
2.	Whether each 5GMS AS instance under its management is currently operating comfortably within the envelope of its system capabilities.
-	If the 5GMS AS instance in question is overloaded, the 5GMS AF may need to start an additional 5GMS AS instance in order to satisfy the committed service levels.
-	If the population of 5GMS AS instances has slack capacity, the 5GMS AF may shut down one or more 5GMS AS instances in order to avoid wasting system resources.
In the present release, the 5GMS AF does not have standardised access to health and load information about the set of 5GMS AS instances under its management via reference point M3 unless the 5GMS AS is deployed as an Edge Application Server (EAS). From this, it may be inferred that non-edge deployments of the 5GMS architecture are hampered by the lack of standardisation at reference point M3.
5.X.2	Deployment architectures
Especially in the case where the 5GMS AS is deployed as a set of Edge Application Server instances, but also in the general case where the 5GMS AS is realised using multiple physical server devices, there may be a large set of 5GMS AS instances to be configured and managed by the 5GMS AF. It is the responsibility of the 5GMS AF to determine which Content Hosting Configurations and/or Content Publishing Configurations to deploy on each 5GMS AS instance in order to balance the load of downlink and/or uplink media streaming appropriately between them to achieve the agreed service levels.
It is especially important in a mixed deployment of the 5GMS System that a 5GMS AF from one vendor can configure and manage a 5GMS AS instance from a different vendor in an interoperable manner. For this reason:
1.	It is considered desirable to standardise the configuration of the 5GMS AS at reference point M3.
2:	It is considered desirable to standardise a management interface that enables a 5GMS AF to monitor the status of the estate of 5GMS AS instances it is responsible for. This may be further generalised to a management interface that enables any Application Function to monitor the status of the estate of Application Server instances it is responsible for.
NOTE:	This Key Issues does not address the topic of dynamic operational traffic migration between 5GMS AS instances.
5.X.3	Collaboration scenarios
Figure 5.X.3‑1 shows the collaboration between a 5GMS AF and a 5GMS AS it is managing. TS 26.501 [15] designates the reference point between these two logical entities as M3.


Figure 5.X.3‑1: Collaboration between 5GMS AF and 5GMS AS under its management
Generalising this collaboration, any Application Function in the 5G System may be managing an Application Server instance. This generalised collaboration is depicted in figure 5.X.3‑2:


Figure 5.X.3‑2: Generalised collaboration between any AF and an AS under its management
The relationship between an Application Function and an Application Server instance it is managing is somewhat similar to the relationship between the NRF and an Application Function instance it is managing. As defined in clause 5.2.7.2 of TS 23.502 [24], the NRF exposes an Nnrf_AFManagement service that allows an Application Function instance to register its profile with the NRF and subsequently to report regular heartbeats, including an indication of current Application Function load.


Figure 5.X.3‑3: Service-Based interfaces for AS and AF management
Using this architectural template, an AS management service interface can be imagined between the AS and the AF, referred to in the above figure as Naf_ASManagement.
Figure 5.X.3‑4 illustrates the subcase where an AS is deployed as an Edge Application Server (EAS). When it starts up, the EAS instance registers itself with an Edge Enabler Service (EES) using the Eees_EASRegistration procedure at reference point EDGE‑3, as defined in clauses 6.5.4 and 8.4.3 of TS 23.558 [47].


Figure 5.X.3‑4: Architectural arrangement for EAS registration with EES
The purpose of this registration is to populate an entry in an EAS instance catalogue maintained by the EES to assist in later discovery of appropriate EAS instances by Application Clients. To this end, the EAS provides at the time of registration an EAS Profile (see clause 8.2.4 of [47]) describing its capabilities, as well as availability information such as time and location constraints.
The stage 2 definition of the EAS Profile in table 8.2.4‑1 of [47] describes the concept of an availability reporting period property. Based on this property definition, it may be inferred that the EES should periodically check the availability of the EAS instance after successful registration.
NOTE:	In this release, the availability reporting procedure is not further elaborated in TS 23.558 [47], nor does TS 29.558 [29558] specify a stage 3 service operation to realise it.
5.X.4	Mapping to 5G Media Streaming and high-level call flows
5.X.4.1	Configuration of 5GMSd AS
Figure 5.X.4.1‑1 shows the high-level call flow for configuring the 5GMSd AS in response to provisioning of the content hosting features in the 5GMSd AF.


Figure 5.X.4.1‑1: High-level call flow for configuration of 5GMS AS by 5GMSd AF
The steps in this call flow are summarised as follows, with variations from TS 26.501 [15] highlighted in bold:
1.	The 5GMSd Application Provider creates an umbrella Provisioning Session by invoking the appropriate operation at reference point M1d. The 5GMSd AF allocates a Provisioning Session Identifier and a canonical 5GMSd AS host name for the Provisioning Session and includes these values in the resource representation it returns to the 5GMSd Application Provider.
2.	In the case where HTTPS-based content distribution is desired at reference point M4d, the 5GMSd Application Provider optionally creates server certificate subresources under the Provisioning Session umbrella resource created in step 1 by invoking the appropriate operation at reference point M1d.
3.	In the case where processing of content is required in the 5GMSd AS between content ingest at reference point M2d and content distribution at reference point M4d, the 5GMSd Application Provider optionally creates Content Preparation Template subresources under the Provisioning Session umbrella resource created in step 1 by invoking the appropriate operation at reference point M1d.
4.	The 5GMSd Application Provider provisions the content hosting feature by invoking the appropriate operation at reference point M1d. A Content Hosting Configuration subresource is created under the Provisioning Session umbrella resource created in step 1. This may reference server certificates provisioned in step 2 and/or Content Preparation Templates provisioned in step 3.
As a direct result of step 4:
5.	The 5GMSd AF configures in some or all of the 5GMSd AS instance(s) under its management any server certificates referenced by the new Content Hosting Configuration provisioned in step 4 that are not already configured.
6.	The 5GMSd AF configures in some or all of the 5GMSd AS instance(s) under its management the Content Preparation Templates referenced by the new Content Hosting Configuration provisioned in step 4.
7.	The 5GMSd AF configures in some or all of the 5GMSd AS instance(s) under its management the Content Hosting Configuration provisioned in step 4. This may reference server certificates provisioned in step 5 and/or Content Preparation Templates provisioned in step 6.
Finally:
8.	The 5GMSd AF responds to the 5GMSd Application Provider at reference point M1d indicating whether the operation at step 4 was successful or not.
5.X.4.2	Configuration of 5GMSu AS
Figure 5.X.4.2‑1 shows the high-level call flow for configuring the 5GMSu AS in response to provisioning of the content publishing features in the 5GMSu AF.


Figure 5.X.4.2‑1: High-level call flow for configuration of 5GMSu AS by 5GMSu AF
The steps in this call flow are summarised as follows, with variations from TS 26.501 [15] highlighted in bold:
1.	The 5GMSu Application Provider creates an umbrella Provisioning Session by invoking the appropriate operation at reference point M1u. The 5GMSu AF allocates a Provisioning Session Identifier and a canonical 5GMSu AS host name for the Provisioning Session and includes these values in the resource representation it returns to the 5GMSu Application Provider.
2.	In the case where HTTPS-based content contribution is desired at reference point M4u, the 5GMSu Application Provider optionally creates server certificate subresources under the Provisioning Session umbrella resource created in step 1 by invoking the appropriate operation at reference point M1u.
3.	In the case where processing of content is required in the 5GMSu AS between content ingest at reference point M4u and content egest at reference point M2u, the 5GMSu Application Provider optionally creates Content Preparation Template subresources under the Provisioning Session umbrella resource created in step 1 by invoking the appropriate operation at reference point M1u.
4.	The 5GMSu Application Provider provisions the content publishing feature by invoking the appropriate operation at reference point M1u. A Content Publishing Configuration subresource is created under the Provisioning Session umbrella resource created in step 1. This may reference server certificates provisioned in step 2 and/or Content Preparation Templates provisioned in step 3.
As a direct result of step 4:
5.	The 5GMSu AF configures in some or all of the 5GMSu AS instance(s) under its management any server certificates referenced by the new Content Publishing Configuration provisioned in step 4 that are not already configured.
6.	The 5GMSu AF configures in some or all of the 5GMSu AS instance(s) under its management the Content Preparation Templates referenced by the new Content Publishing Configuration provisioned in step 4.
7.	The 5GMSu AF configures in some or all of the 5GMSu AS instance(s) under its management the Content Publishing Configuration provisioned in step 4. This may reference server certificates provisioned in step 5 and/or Content Preparation Templates provisioned in step 6.
Finally:
8.	The 5GMSu AF responds to the 5GMSu Application Provider at reference point M1u indicating whether the operation at step 4 was successful or not.
5.X.4.3	Management of 5GMS AS 
Figure 5.X.4.3‑1 below shows the call flow for management of a 5GMS AS by a 5GMS AF.


Figure 5.X.4.3‑1: Call flow for management of a 5GMS AS by a 5GMS AF
NOTE 1:	The management of a 5GMSu AS instance by the 5GMSu AF are identical to the management of a 5GMSd AS instance by the 5GMSd AF.
NOTE 2:	The call flows below may be generalised to apply to the management of an Application Server by any Application Function.
The steps are as follows:
1.	A new 5GMS AS instance is spawned by the 5GMS AF. The identity of the managing 5GMS AF instance is passed to the 5GMS AS as a start-up parameter.
NOTE:	For the sake of simplicity, the managing 5GMS AF instance is the same as that which spawns the 5GMS AS instance in the figure. This need not necessarily be the case.
2.	The 5GMS AS instance registers with its managing 5GMS AF by invoking the Naf_ASManagement_‌AFRegister service operation on it.
3.	The 5GMS AS instance may register to receive status update notifications from its managing 5GMS AF by invoking the Naf_ASManagement_‌AFStatusSubscribe service operation on it.
Operation of the 5GMS AS proceeds with the following two steps occurring asynchronously in parallel:
4.	The 5GMS AS instance periodically sends heartbeat messages to its managing 5GMS AF by invoking the Naf_ASManagement_‌AFUpdate service operation on it. The heartbeat message includes information about the current 5GMS AS load.
5.	The managing 5GMS AF periodically sends status notifications to all 5GMS AS instances that subscribed to these notifications in step 3 above by invoking the Naf_ASManagement_‌AFStatusNotify service operation on them. This may, for example, notify subscribers that another 5GMS AS instance managed by the same 5GMS AF instance has registered, deregistered or sent a heartbeat.
Finally:
6.	At some later point in time, the 5GMS AF decides to destroy the 5GMS AS instance.
NOTE:	For the sake of simplicity, the managing 5GMS AF instance is the same as that which destroys the 5GMS AS instance in the figure. This need not necessarily be the case.
7.	If it registered to receive status notifications in step 3, the 5GMS AS instance cancels its subscription by invoking the Naf_ASManagement_‌AFStatusUnsubscribe service operation on its managing 5GMS AF.
8.	The 5GMS AS instance deregisters from its managing 5GMS AF by invoking the Naf_ASManagement_‌AFStatusUnsubscribe service operation on it.
5.X.5	Potential open issues
While the value of Application Server registration and heartbeats at reference point M3 is plain, the utility of subscribe–notify operations is less clear.
The call flow documented in clause 5.X.4.3 above (where a 5GMS AS instance periodically reports its health and current load to its managing 5GMS AF) mimics the design of an AF reporting its health and load to the NRF, as introduced in clause 5.X.3. An alternative approach would be to align with the design pattern of the Edge Application architecture defined in TS 23.558 [47] by specifying that a 5GMS AF is responsible for periodically checking the availability of the 5GMS AS instances it is managing. Both alternative design patterns are represented in the 5G System specifications and there are no clear arguments in favour of one approach over the other. However, the lack of a concrete specification of this availably checking procedure in TS 29.558 [TS29558] tends to favour the more complete NRF approach defined in clause 5.2.7.2 of TS 23.502 [24] over that of the Edge Application Architecture.
The topic of traffic migration between 5GMS AS instances cuts across this Key Issue, as well as that of the Edge Application Architecture. It is suggested that this topic is the subject of future study.
5.X.6	Candidate solutions
5.X.6.1	Configuration of 5GMS AS
A candidate design of the M3 Application Server configuration API based on the call flows documented in clause 5.X.4.1 and 5.X.4.2 is summarised in figure 5.X.6.1‑1 below:


Figure 5.X.6.1‑1: Candidate design of M3 configuration AP
The proposed applicability of the M3 API operations is summarised in table 5.X.6.1‑1 below:
Table 5.X.6.1‑1: Applicability of M3 API operations
	API name
	Operation
	Applicability

	M3_ServerCertificatesProvisioing
	createServerCertificate
	Downlink, uplink

	
	destroyServerCertificate
	

	M3_ContentPreparationProvisioning
	createContentPreparationTemplate
	Downlink, uplink

	
	updateContentPreparationTemplate
	

	
	destroyContentPreparationTemplate
	

	M3_ContentHostingConfiguration
	createContentHostingConfiguration
	Downlink

	
	updateContentHostingConfiguration
	

	
	destroyContentHostingConfiguration
	

	M3_ContentPublishingConfiguration
	createContentPublishingConfiguration
	Uplink

	
	updateContentPublishingConfiguration
	

	
	destroyContentPublishingConfiguration
	



5.X.6.2	Management of AS
A candidate design of the Naf_ASManagement service offered by the AF to AS instances and based on the call flow documented in clause 5.X.4.3 is summarised in figure 5.X.6.2‑1 below:


Figure 5.X.6‑1: Candidate design of the Naf_ASManagement service
and direct comparison with the existing Nnrf_AFManagement service
The proposed applicability of the Naf_ASManagement service operations is summarised in table 5.X.6.2‑1 below:
Table 5.X.6.2‑1: Applicability of M3 API operations
	API name
	Operation
	Invoker(s)

	Naf_ASManagement
	ASRegister
	AS

	
	ASUpdate
	

	
	ASDeregister
	

	
	ASStatusSubscribe
	

	
	ASStatusUnsubscribe
	

	
	ASNotify
	Any AF


5.X.7	Conclusion and recommendations
The case for standardising the configuration of 5GMS AS instances by the 5GMS AF at reference point M3 is made in clauses 5.X.1.1 and 5.X.2. Relevant collaboration scenarios are documented in clause 5.X.3 and an illustrative mapping to call flows for both downlink media streaming (clause 5.X.4.1) and uplink media streaming (clause 5.X.4.2) are provided. A candidate M3 Application Server configuration API based on these calls flows is proposed in clause 5.X.6.1.
It is recommended:
1.	To pursue standardisation of 5GMS AS configuration at reference point M3 as an extension to TS 26.501 [15] and TS 26.512 [16] based on the design proposed in clause 5.X.6.1.
The case for standardising the management of 5GMS AS instances by the 55GMS AF at reference point M3 is made in clauses 5.X.1.2 and 5.X.2. Relevant collaboration scenarios are documented in clause 5.X.3, including a generalisation of this concept to any kind of Application Server managed by any Application Function. An illustrative generic high-level call flow is provided in clause 5.X.4.3. A candidate Naf_ASManagement service API based on this call flow is proposed in clause 5.X.6.2.
It is recommended:
2.	To pursue standardisation of a generic AS management service for use at any reference point between an AS instance and its managing AF (including reference point M3) in liaison with SA2, based on the design proposed in clause 5.X.6.2.
3.	To reference the registration and heartbeat procedures of this generic AS management service in the high-level call flows defined in TS 26.501 [15].
[bookmark: _Toc114657785]NEXT CHANGE
[bookmark: _Toc114657772]6	Conclusions
[bookmark: _Toc114657773]6.1	List of Conclusions
Table 6.1-1 points to conclusions and next steps for each of the key issues studied in the present document.
Table 6.1-1: Index of Key Issues, Conclusions, and Next Steps
	Key Issue
	Conclusions and Next Steps clause

	Key Issue #1: Content Preparation
	5.2.9

	Key Issue #2: Traffic identification
	5.3.7

	Key Issue #3: Additional/new transport protocols
	5.4.7

	Key Issue #4: Uplink Media Streaming
	5.5.7

	Key Issue #5: Background Traffic
	5.6.7

	Key Issue #6: Content-Aware Streaming
	—

	Key Issue #7: Network Event usage
	5.8.5

	Key Issue #8: Per-application authorization
	5.9.7

	Key Issue #9: Support for encrypted and high-value content
	—

	Key Issue #10: TV-grade mass distribution of unicast Live Services
	5.11.7

	Key Issue #11: Network Slicing Extensions for 5G Media Streaming
	5.12.7

	Key Issue #X: 5GMS Application Server configuration and management
	5.X.7



[bookmark: _Toc114657784]6.X	5GMS Application Server configuration and management
The 5G Media Streaming architecture in TS 26.501 [15] defines a reference point between the 5GMS AF and the 5GMS AS but does not further define its purpose and procedures in the present release. This hampers interoperability between 5GMS AS instances procured from different vendors and the 5GMS AF that manages them which, in turn, acts as a barrier to the adoption and deployment of the 5GMS System by network operators.
The study of this Key Issue recommends:
1.	Extending the 5GMS System to standardise the interface used by the 5GMS AF to configure 5GMS AS instances.
a)	Define high-level procedures and call flows at reference point M3 in TS 26.501 [15] in line with the conclusions of the Key Issue.
b)	Specify detailed procedures and a RESTful API at reference point M3 in TS 26.512 [16] in line with the conclusions of the Key Issue.
2.	Extending the 5G System to standardise a generic interface to be used by an Application Function to manage Application Server instances.
a)	Define high-level procedures and call flows in line with the conclusions of the Key Issue in a new Technical Specification. The high-level design and work split to be discussed with SA2. This new specification to be referenced by existing high-level procedures and call flows for 5G Media Streaming in TS 26.501 [15] in the context of reference point M3.
b)	Specify detailed procedures and protocols in line with the conclusions of the Key Issue in a new Technical Specification. The detailed design and work split to be discussed with SA2 and/or CT3.
NEXT CHANGE
7	Recommendations
5G Media Streaming provides significant opportunities to integrate operator and third-party media streaming services into 5G Systems. The report provides at set of considered extensions to 5G Media Streaming as defined in TS 26.501, as well as the format and protocol specifications in TS 26.511 and TS 26.512, respectively. Advances in 5G System technologies, external enhancement and developments in other SDOs such as IETF, DASH-IF or MPEG, as well as initial experiences from deployments have led to a set of conclusions in clause 6.
Based on the details in the report, the following next steps are proposed.
1.	Initiate stage 2 and stage 3 work on Network Event usage based on the conclusions in clause 6.8. Note that this is already addressed in TS 26.531 [94] and TS 26.532 [95], respectively.
2.	Provide relevant extensions to the Stage 2 5G Media Streaming architecture defined in TS 26.501 [15] based on the conclusions in clause 6. Candidates for these extensions are:
a)	Content preparation deployment scenarios and associated call flows in Stage 2 according to clause 6.2
b)	Inclusion of collaboration scenarios and associated call flows in Stage 2 for uplink media streaming according to clause 6.5
c)	Inclusion and extensions of procedures and call flows for end-to-end low latency live streaming based on the conclusions in clause 6.11.
[bookmark: OLE_LINK3]d)	Inclusion of collaboration scenarios and associated call flows for configuration of 5GMS AS instances at reference point M3, based on the conclusions in clause 6.X.
e)	Referencing of generic procedures and call flows for the management of AS instances in the context of the 5GMS architecture at reference point M3, based on the conclusions in clause 6.X.
3.	Provide relevant extensions to 5G Media Streaming protocols and formats based on the conclusions in clause 6. Candidates for these extensions are:
a)	Stage-3 follow-up work from 5G Media Streaming architecture extensions referred to above based on conclusions in clauses 6.2, 6.5, or 6.11.
b)	Extensions to 5GMS protocols to support traffic identification based on the conclusions in clause 6.3
c)	Addition of HTTP/3 to the 5GMS protocols as an optional alternative based on the conclusions in clause 6.4.
d)	Addition of necessary parameter extensions to the M1, M5, and M6 reference points to provide access to Background Data Transfer based on the conclusions in clause 6.6.
e)	Specification of the usage of OAuth 2.0 (according to the SA3 guidelines) for 5GMS protocols based on the conclusions in clause 6.9.
f)	Specification of a RESTful API for configuration of the 5GMS AS via reference point M3 in TS 26.512 [16] based on the conclusions of clause 6.X.
4.	Continue the study of additional extensions to 5G Media Streaming. Potential candidate topics based on this Technical Report are:
a)	Content-aware streaming based on the initial considerations in clause 5.7.
b)	Study even lower-latency streaming technologies based on the use cases and considerations of the DASH-IF WebRTC streaming report [94].
c)	Distribution of encrypted and high-value content based on the considerations in clause 5.10.
d)	Network slicing extensions for 5G media streaming based on the conclusions in clause 6.12.
5.	Liaise with SA2 and other relevant groups on the standardisation of a generic Application Server management service based on the conclusions of clause 6.X.
All work topics will benefit from continuously checking relevance and support across 3GPP members. In addition, close coordination with other groups in 3GPP on 5G System and radio-related matters, edge computing, applications, operational management and security as well, in communication with experts in MPEG, DASH-IF, CTA WAVE on DASH, HLS and CMAF, as well as with IETF on new protocols.
END OF CHANGES
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