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At last meeting of SA4 in November 2021, several work item (WI) proposals were submitted addressing transmission of immersive media over 5G systems. These include designing a new architecture for real time transmission of immersive media, an architecture of Augmented Reality (AR) glasses as a new device form factor of the end-user device, addressing split processing between the end device and the Edge/Cloud  [1][2][3][4][5][6]. 
In parallel, the EVS SWG is developing the EVS Codec Extension for Immersive Voice and Audio Services (IVAS) [7], a general-purpose audio codec for immersive 4G and 5G services and applications. The completion of the IVAS WI is also scheduled within Rel-18 [8].
The goal of this contribution is to make sure that 
· the ongoing IVAS codec standardization and the pertinent new Rel-18 work items are compatible in terms of their objectives,
· IVAS will be relevant for the new devices addressed in the new work items with their specific form factors and constraints, and 
· the new immersive media processing architectures to be defined in Rel-18 together with IVAS will enable efficient deployments of the targeted services including real-time immersive audio-visual communications. 
IVAS Characteristics
The IVAS Work Item was approved in September 2017 with the objective to provide a general-purpose audio codec for immersive 4G and 5G services and applications including Virtual Reality (VR). The IVAS codec comprises encoder, decoder and renderer and its characteristics are being compiled in the IVAS Design Constraints Permanent document [9]. The following list summarizes the current status of the relevant IVAS features (see [9] for more details):
· As an extension of EVS, some IVAS parameters are inherited from EVS [10][11], EVS having the following properties:
· Sampling frequency  – 8, 16, 32 and 48 kHz 
· Frame length  – 20 ms
· Algorithmic delay – 32 ms
· Complexity – 87.97 WMOPS (Encoder - 56.25 WMOPS, Decoder - 31.72 WMOPS)
· Program ROM – 114500 program instructions
· Table ROM – 147 16-bit kWords
· RAM – 149 16-bit kWords 
· Prospective IVAS properties:
· Supported input/output formats– Mono, Stereo, Binaural, Multi-channel (e.g. 5.1, 7.1, 5.1+4, 7.1+4), Ambisonics (Scene-based audio), Object-based audio. 
· Bitrates  – 13.2 – 512 kb/s
· Algorithmic delay - the EVS delay + tbd ms
· Computational complexity and memory - N x EVS complexity and memory
· Decoder built-in rendering and interface for external rendering
· Head-tracked rendering

eXtended Reality (XR) 
Since the approval of the IVAS WI, SA4 focus has shifted from VR oriented use cases towards Augmented Reality (AR) use cases, with AR-glasses being of particular interest. The form factor of the AR glasses has implications to available processing capabilities available on the device. This is the case in particular for the slim 5G EDGE-dependent AR (EDGAR) glasses where part of the processing is assumed to be offloaded to the EDGE.
Another aspect of the focus shift towards AR is that unlike VR, the AR experience involves artificial content inserted into real world around the user. To allow for the user to be immersed in the AR world, information about the 3D space surrounding the AR user must be generated (process called Spatial Computing) and taken into account when rendering artificial objects. This may be a new aspect for the IVAS work.
In high-quality communications such as envisioned in AR experience, it is crucial to avoid transcoding to preserve audio signal quality. It is therefore essential to make sure IVAS properties are compatible with the targeted AR devices and architectures, and in particular with the system architecture imposed by EDGAR-type AR glasses. In particular, the following questions need to be considered:
· Should the IVAS WI be updated based on the proposed Rel-18 WIs, in particular to reflect also AR use cases?
· Should the proposed Rel-18 WIs and the IVAS WI list each other as dependent WI?
· What would be the requirements so that IVAS is suitable to cover these use-cases?
· What would be the acceptable limits for IVAS encoder complexity to be compatible with AR devices?
· What would be the acceptable limits for IVAS decoder and renderer complexity to be compatible with AR devices? Can some part of it, e.g. binaural rendering, be offloaded from the device, e.g. to the EDGE server?
· What would be the acceptable limits for IVAS memory to be compatible with AR devices?
· What would be the acceptable limit for IVAS algorithmic delay?
· Is the proposed system architecture imposed by AR devices compatible with Motion to Sound latency constraints, especially if binaural rendering is offloaded from the device?
· How should the real world surrounding of the user be taken into account in the binaural rendering process? 
The Proposal
In our view, the proposed new Rel-18 WIs go beyond the scope of any individual SWGs. In order to achieve the goals of the proposed WIs, we believe a coordination among the SWGs is necessary to make sure that IVAS codec is suited for the architectures being considered and that the architectures being developed are optimal for immersive audio communications. 
We thus propose to schedule joint sessions of all relevant SWGs where all SA4 delegates could participate. Scheduling joint sessions to coordinate at least among the EVS, Video and MTSI SWGs seems essential.
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