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At the last Audio SWG call, the inclusion (in brackets) of agreed text from contributions S4aA230003 [1], S4aA230004 [2] into IVAS-8a [3] (Test Plan for Selection Phase) was agreed. This includes for the use-case “Immersive Conversation” the category “speech with background”. Further on, Section 4.5 of IVAS-8a defined “Speech with background: the background comprises e.g. background music, noise, interfering talkers”. 
This contribution aims to start the discussion on this material category. For this, it first looks back how “noisy speech” was treated EVS. It further discusses options for IVAS.
1. EVS – Handling of Noisy Speech Material
For EVS, three different background noise types were decided to be used during standardization, based upon typical use-cases.
For the noisy speech item generation, monaural clean speech sentence pairs were mixed with recorded background noise samples taken from a collectively created database. The collection and selection of noise files is documented in EVS-8a, Annex F:
“
· All Proponent Companies (PCs) are invited to provide three different types of noise files (car noise, office noise, street noise). The guideline of these types can be found in the Test Plan and clause 5.1.2.1 in ITU-T handbook of practical procedure for subjective testing. This results at most 13 noise files for each noise type. 
· Recording of noise is up to PCs, thus recording environment shall be reported. An example of recording environment can be found in the Appendix of AHEVS-155. Each of noise files shall be fairly stable, shall not contain clippings and shall not be too low recording level. No level adjustment is necessary. 
· Each noise file shall be stored in the format of 48 kHz sampling frequency,16 bit linear PCM, little endian, mono and headerless data (raw format), and shall contain noise components at least up to 16 kHz. The duration of each noise file shall be exactly 5 minutes, the resulting file size is 28.8 MB.
· PCs shall sent their noise files to Dynastat no later than 23:59 CEST on 13th of July.
· All of noise files submitted to Dynastat will be made available to all PCs. PCs can check the provided noise files and shall report problems to EVS SWG if any no later than 23:59 CEST on 20th of July (hereafter deadline).
· EVS SWG decides a set of potential noise files. Any of the noise files which does not receive negative comments by the deadline are automatically incorporated into the pool. The noise files which receive comments and do not resolve the problem by the deadline need to be discussed. 
· One noise file for each of three noise types is randomly selected. ETSI provides a random seed number to Dynastat. This seed is input to a noise-selection script, which picks one noise file for each noise type from the pool, as well as an offset into the selected noise files.
“
The exact mixing procedure is described in EVS-7a [4] (also summarized below), with levels indicated in EVS-8a [5]. 
2. IVAS – Discussion
The procedure as described above has worked well for EVS. Nevertheless, for IVAS a number of questions need to be clarified:
Characteristics of backgrounds
In EVS, the selected background noise types were use-case specific, and thus the following background noise types were selected:
· Office
· Street
· Car
For IVAS, the background (noise) types need to be reconsidered, based on an extended use-case analysis. IVAS-8a already lists the broad categories
· background music
· noise
· interfering talkers
without precisely specifying the exact types or characteristics. Given that it is considered to be important for IVAS to also capture arbitrary scene ambience resulting in an immersive experience, the source agrees to an open and broad selection of background types
In order to enable further experimentation and make progress on this question, it is proposed to 
· invite interested parties to provide example background files (5 min duration), incl. a verbal description of the recorded scene and recording setup for collection in a public database
· analyse the provided background material whether they match the envisioned usage scenarios
Test Sample or Scene Creation
In EVS, the test samples (scenes) for noise speech were created as follows:
· Pre-processing and concatenation of individual, monaural clean-speech sentence pairs, including
· Filtering
· Sampling Rate Conversion
· Level Adjustment
· Concatenation
· Pre-processing of individual, monaural noise files, including
· Filtering
· Sampling Rate Conversion
· Scaling
· Mixing of pre-processed concatenated clean-speech and pre-processed noise-files
· Encoding/Decoding
· Splitting, Sampling Rate conversion
This resulted in sentence pairs of 8s duration, which were used for subjective testing.
In IVAS however, also the spatial dimension needs to be taken into account, and there are various alternative options:
· Full recording of a complete immersive scene including background noise: Immersive speech samples including background noise are recorded with a spatial microphone setup. This would result in a consistent and very realistic immersive scene, however, it comes also with several practical disadvantages: First it’s difficult to record (e.g. placing a talker on street corner). Second, the necessary cutting of the recorded scenes (e.g. to remove slip of tongues or select one of multiple takes) might impact the stability of the background noise. Such modifications to recordings will not resemble the reality and andtools such as VAD/DTX may face unexpected challenges due to the modifications.
· Full simulation of immersive scenes based on monaural speech and spatially recorded background samples, as e.g. provided by the ITU-T G.191 Reverberation Tool for stereo: Monoaural speech samples are convoluted with stereo room impulse responses and combined with a corresponding stereo background noise. This approach avoids the practical disadvantages of the full recordings. However, care has to be taken that the spatial/recording characteristics of the convoluted speech samples and the recorded background noise match or at least result in a realistic scene. Also, care has to be taken on the selection of impulse responses, in order to avoid generalization problems by overfitting to a small subset of provided impulse responses.
· Full parametric simulation of immersive scenes based on monaural speech and monaural background samples based on acoustic simulation algorithms. This approach also avoids the practical disadvantages of the full recordings. However, again care has to be taken on the selection of impulse responses or simulation algorithms, in order to avoid generalization problems by overfitting to the model or model parameters. In addition, physical models might suffer from a high computational complexity and may diverge from real recordings depending on the sophistication of the simulation model.
The source proposes an approach coupled to the use-case and test methodology:
· For the Immersive conversation use case scenario (i.e. lower bitrates), P.SUPPL800 testing is envisioned. This test methodology requires a larger number of test samples and – although content might differ over randomization group - per test still a certain consistency within a randomization group is desirable. In addition, lower bitrates are the main application scenario for DTX operation, which typically expected a certain long-term stability on the background noise in order to work well. Thus, it is proposed to use a mix-based approach for this use-case and test methodology using separate background recordings.
· For the Generic immersive audio use case scenario (i.e. higher bitrates), BS.1534 testing is envisioned. This test methodology typically aims for a large coverage of material within a single test and so for a higher variance in material. Multiple short recorded samples might be used for this. Also, since focusing on higher bitrate, DTX operation is not in the main focus of this use-case. Thus, it is proposed to (primarily) use full recordings of complete immersive scenes for this use-case. A mix-based approach might be used in addition for few samples.
On the simulation model, further investigations are needed:
· The ITU-T G.191 Reverberation Tool supports only mono and stereo. In addition, the stereo impulse responses are limited to 32 kHz only and thus they are lacking support of FB.
· Impulse responses or models would be needed for the immersive formats (SBA, channel-based audio, object-based audio, MASA)
The source invites further inputs on these questions.
3. Conclusion
It is proposed to agree on the following principles:
· For the Immersive conversation use case scenario (i.e. lower bitrates), P.SUPPL800 testing is envisioned. This test methodology requires a larger number of test samples and – although content might differ over randomization group, per test still a certain consistency within a randomization group. In addition, lower bitrates are the main application scenario for DTX operation, which typically expected a certain long-term stability on the background noise in order to work well. Thus, it is proposed to use a mix-based approach for this use-case and test methodology using separate background recordings.
· For the Generic immersive audio use case scenario (i.e. higher bitrates), BS.1534 testing is envisioned. This test methodology typically aims for a large coverage of material within a single test and so for a higher variance in material. Multiple short recorded samples might be used for this. Also, since focusing on higher bitrate, DTX operation is not in the main focus of this use-case. Thus, it is proposed to (primarily) use full recordings of complete immersive scenes for this use-case. A mix-based approach might be used in addition for few samples.
In addition, it is proposed to start building a background file database and
· invite interested parties to provide example background files (5 min duration), incl. a verbal description of the recorded scene and recording setup for collection in a public database
· analyse the provided background material whether they match the envisioned usage scenarios
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