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1. Summary

It is agreed that IVAS Usage Scenarios (IVAS-9)[1] provides a collection of example usage scenarios for IVAS[2], the source proposes 3 different usage scenarios using template format proposed in Annex A. Example on Section 2 introduces an example usage scenario on participating a remote meeting in an immersive fashion. Example on Section 3 introduces an example usage scenario for remote class participation. Example on Section 4 introduces an example usage scenario of distributing a virtual live performance content distribution and user participation.

2. Remote Meeting Participation Example Usage Scenario

The source suggests the addition of the following table to section 3.2.1 to the IVAS-9 P-doc based on template proposed in Annex A.

	Usage Scenario Name

	Remote meeting participation

	Description

	Usage scenario short description:

· Audio call is established between participants in one local site and other participants on several remote sites.

· During the call, the participants on remote sites wish to have a more immersive experience participating the remote meeting.

· Audio and motion/orientation-related information are transmitted mutually in two ways and in real-time.

User story:

Bob, Carl and Joyce are having a meeting at work discussing detailed schedule for future perspective products. John is also invited to their brainstorm session and participated from home due to pandemic-related regulations and restrictions. Carl wears his headphones since he’s used to working with headphones on. Joyce’s wearing a pair of AR glasses to try out new features for this latest technology. Bob just holds up his phone to his mouth since he’s late for the meeting and enters the room in a rush. They started and joined an online meeting session using their smartphones and sends an online request for John to participate.

On the other side, John’s sitting facing his laptop on his working desk and enters this online meeting session. Joyce started greeting John and asking about his recent updates as a kind start while Bob’s facing Carl explaining reasons of being late for meeting with a few short breaths. John can hear Joyce’s voice clearly as if Joyce’s sitting right in front of him. He can also hear Bob’s muffled voice from the left-hand side where Bob’s supposed to be sitting in the room but cannot understand the contents since Bob’s speaking facing Carl. He realized that Bob’s not actually talking to him and started replying to Joyce with his recent updates.

Figure 1 presents an illustration of the audio and location/orientation capture and the scene to this usage scenario.
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Figure 1. Illustration of the audio and location/orientation capture and scene.

	Categorization

	Type: Immersive

Degrees of Freedom: <0DoF, 3DoF, 3DoF+, OD 6DoF, 6DoF>

Delivery: Conversational

Media Components: Audio-only (Audio-Visual possible)

Device: UE, Headphones, Glasses, 

	Preconditions

	· Bob, Carl and Joyce are having a meeting on site A while Bob is wearing headphones, Carl is holding his smartphone close to his mouth and Joyce is wearing AR glasses.

· There’s also a smartphone presented in site A’s meeting desk for capturing their real-time locations with respect to the room.

· John is participating the meeting on site B while using a laptop. 

	QoS/QoE Considerations

	[TBD.]

	Feasibility

	Working from home or other remote locations have played an important role in every day’s life increasingly thus people require a better experience not only on captured audio quality but also a better audio source localization experience. Mics on smartphones and headphones are already matured enough with capability of recording high-fidelity audio. 

Besides, by utilizing IMU sensors on devices like smartphones and headphones to acquire orientation data, alongside with other localizing implementations like using BLE mesh or ultrasound acquiring high-precision location data within a confined space, the location and orientation data can be obtained just by using these everyday smart devices with ease.

AR glasses or even AR contact lens representing possible near-future devices which will gain massive users will also be capable of acquiring needed data as mentioned above.

	Potential Standardization Status and Needs

	Required:

Support for capturing high-fidelity audio, motion data and encoding by smartphones (along with other accessories like headphones, AR glasses and etc.)  


3. Immersive and focused remote class participation Example Usage Scenario

The source suggests the addition of the following table to section 3.2.4 to the IVAS-9 P-doc based on template proposed in Annex A.

	Usage Scenario Name

	Immersive and focused remote class participation

	Description

	The immersive and focused remote class participation scenario is preferable to have functions of 

1. multiple participants connected with various devices.

2. stereo/multiple channel rendering or binaural rendering

3. speech from a 3DoF speaker can be heard by all participants or a particular participant headed by the speaker.

User story:

Tom, Jerry, Emma, and Anna, four high school students, are taking an English grammar course by Bob virtually. All students use their smart phone and headphone with head-tracking, and Bob, the English teacher, is in a conference room with four loudspeakers and a professional mic. 
The teleconferencing system constructs a virtual classroom with five participants, which are Bob, the English teacher, positioned at the front of the virtual space, and the four students are seated in front of Bob with two groups for group discussion.
The speech of Bob is expected to be heard by all four students; thus, it is transmitted and binauralized by the conferencing system according to their positions in the virtual classroom. Therefore, Tom and Jerry hear Bob from the right-front, Emma and Anna hear Bob from left-front. Taking the advantages of head-tracked headphone, the four students can experience 3DoF speech from Bob. In group discussion, head-tracked headphones help to solve cocktail party effect when the four students are speaking at the same time. The head orientation of a student, Tom for example, is collected and transmitted to the teleconferencing system, and Jerry can hear Tom’s voice loudly and clearly only when Tom head towards Jerry. Therefore, when all the four students use head-tracked devices like headphone, they can hear not only the binauralized others speech with sense of spatiality, but also louder and clearer speech from those whose head orients to themselves. 
Figure 2 illustrates the scenario of remote class participation.
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Figure 2. Illustration of remote class participation.


	Categorization

	Type: <Mono, Stereo, Immersive>

Degrees of Freedom: <0DoF, 3DoF>

Delivery: <Conversational>

Media Components: <Audio-only, Audio-visual>

Device: <UE, PSTN, tablet, business phone>

	Preconditions

	Required:

need connections to mobile network and fixed network

Potentially required:

device supporting head-tracking functionality.

	QoS/QoE Considerations

	QoS; controlled network such as VoLTE, NR and prioritized fixed line should be used for high-quality conversation

QoE: simple immersive audio rendering/binauralization quality from multiple parties

	Feasibility

	Telephone set should take care of accepting and producing multiple streams of speech from various sources

	Potential Standardization Status and Needs

	[TBD.]


4. Virtual Live Performance Example Usage Scenario

The source suggests the addition of the following table to section 3.3.1 to the IVAS-9 P-doc based on template proposed in Annex A.
	Usage Scenario Name

	Virtual Live Performance

	Description

	Usage scenario short description:

· A virtual live performance allowing multiple users’ accessing at the same time. The audio input of the scene consists of the stage-side audio input and audience-side audio input. 

· The stage-side supports input of multiple audio sources, including sound coming from, for instance, performer’s singing, musical instruments, stage speakers etc. Every sound source will be treated as an object audio source,     

· Information is transmitted mutually in two ways and in real-time. Each user can select their location and orientation.

· By utilizing the information including the relative displacement between every audio object source and user or between different users, along with their relative orientation angle, relative space reverberation parameters, we can render the audio of the audio sources and virtualize the sound users would hear as if they attended the live in person. 

User story:

A, B, C and D are holding a live performance on stage where A is the main vocal, B is playing bass and singing in accompany, C is singing harmony and playing guitar and D is the drummer. Each band member has a microphone to capture audio data, along with sensors to obtain their location in live. All members except the drummer also has a gyroscope sensor on them to capture their orientation. The audio data along with location and orientation information can be packed and treated as an object-based audio source.

E and F are friends in different physical location, where each one of them has a mic to record audio data. Their audio playback device can be a set of speakers with spatial audio playback capability or a pair of headphones. After connecting to the live performance, they’ll choose their starting location in the space. After receiving A, B, C and D’s object-based audio source info, combined with their own orientation, we can perform calculations on their relative space location and render the source angle, orientation angle and reverberation of the audio sources. E and F will experience the deep sense of space and immersiveness as if they presented themselves in the physical space. They’ll be able to tell the movements of the vocals moving on stage and whether they’re facing left or right side of the audience, also the different ambience experience at the front or back of the crowd.

E and F can also communicate with each other. Their audio can also be packed as an object-based audio source with spatial location and orientation information supported. F would hear E’s voice and tell that E’s either walking towards him, chanting towards the stage or speaking directly to him.

Figure 3 illustrates the spatial audio capture according to the usage scenario.
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Figure 3. Illustration of spatial audio capture.

	Categorization

	Type: Immersive

Degrees of Freedom: <3DoF,6DoF>

Delivery: Conversational

Media Components: Audio-only

Device: Recording Devices, Speaker set with spatial audio playback capability, Headphones with gyroscope sensors, Live location measuring device/system

	Preconditions

	· A, B, C and D are equipped with dedicated sound collecting device, along with sensors which can tell their location and orientation.

· E and F have earphones or spatial-audio playback supported speaker set, and also devices for measuring location and orientation.

	QoS/QoE Considerations

	· QoS: Codec bit rate 24.4 kbps and higher for high-quality encoding of immersive audio captured by smartphones

· QoE: Immersive audio loudspeaker rendering quality, accuracy of talker separation in spatial audio capture, quality of echo cancellation in meeting room spatial audio system

	Feasibility

	TWS headphones with embedded gyroscope sensors and spatial audio-capable are trending nowadays, thus it’s a valid assumption that measuring user’s orientation and location would be easier as the popularity of these type of devices grows.

Indoor distance measuring and localizing are pretty popular now, including solutions involving using image capturing, ultrasound, IMU sensors and etc. The relative displacement, moving distance would also be easy to acquire.

Indoor reverberation can be calculated using presets embedded in the virtual scene, including the 3-dimension size, reverberation reflection factor, T60 and other parameters.

	Potential Standardization Status and Needs

	Required:

· Support for high-quality encoding of immersive audio captured by smartphones (including smartphone accessories)

· Spatial audio signal rendering to loudspeakers

Potentially required:

· Rendering scalability, i.e., a spatial signal is rendered at lower spatial dimension (e.g., as mono or stereo only)


5. Conclusion

The source provides three usage scenarios and proposes incorporate them in the IVAS-9 P-doc.
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1. Scope

This document collects example usage scenarios for the Immersive Voice and Audio Services (IVAS). The purpose of this collection is to create industry awareness of IVAS and to trigger interest at an early stage, even prior to IVAS standard finalization. After successful standardization and characterization, these examples should be incorporated into the IVAS TR.
2. Introduction

According to the IVAS codec WID [1] Immersive Voice and Audio Services are expected to cover UE-originated conversational and non-conversational use-cases, described in 3GPP TR 22.891 and TR 26.918. The study on eXtended Reality in 5G (XR5G) is expected to collect further compelling use casess that will require spatial audio and that may be enabled with the IVAS codec.

The following is a normalized description of IVAS example usage scenarios that has been collected using the usage scenario template provided in paragraph 3.0.  

3. IVAS Example Usage Scenarios

3.0. Usage scenario template

Table 3.0 Proposed Usage Scenario Collection Template

	Usage Scenario Name

	<add usage scenario name>

	Description

	<add detailed usage scenario description>

	Categorization

	Type: <Mono, Stereo, Immersive, AR, VR, XR, MR>

Degrees of Freedom: <0DoF, 3DoF, 3DoF+, OD 6DoF, 6DoF>

Delivery: <Local, Streaming, Interactive, Conversational>

Media Components: <Audio-only, Audio-Visual>

Device: <UE, HMD, Glasses, Automotive, …>

	Preconditions

	<provides conditions that are necessary to run the usage scenario, for example support for functionalities on the end device or network>

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

	Feasibility

	<provides a summary on how the implementation of such a usage scenario using the IVAS codec is anticipated>

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


3.1. Telephony Usage Scenarios

The following is a collection of IVAS telephony usage scenarios.  

3.1.1. Stereo and Immersive Telephony

[TBD.]

3.1.2. VR Telephony

[TBD.]

3.2. Conferencing Usage Scenarios

The following is a collection of IVAS conferencing usage scenarios.  

3.2.1. Spatial conferencing

[TBD.]

3.2.2. VR Conferencing

[TBD.]

3.2.3. Virtual Meeting

[TBD.]

3.2.4. Remote class participation

[TBD.]

3.2.5. In-Game communications

[TBD.]

3.2.6. XR Meeting

[TBD.]
3.2.7. XR Convention / Poster Session

[TBD.]
3.3. User-generated content distribution Usage Scenarios

The following is a collection of IVAS usage scenarios pertaining to user-generated content distribution.  

3.3.1. Immersive and VR content distribution 

[TBD.]
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