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Introduction
This proposal is to discuss the non-parametric spatial audio capture in FS_DaCED.
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6.2.3.1. Principle of Non-parametric spatial audio representation

Non-parametric spatial audio representation is used to provide spatial environments at a reference point or area using certain number of audio data which have corresponding placements. the key point to the performance of the spatial environments is to have appropriate audio data based on either standard or non-standard placements. 

Due to the constraints of the UE device shape, it is very hard to generate the spatial audio representation directly from their embedded acquisition units or even from selected accessory devices. the ordinary solution is to use microphone array to catch raw signals and then do mathematical processing to output the expected results. 
Example processing flow of the non-parametric spatial audio capture is referring to Figure 6.2.3.1-1
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Figure 6.2.3.1-1 Overview of non-parametric spatial audio capture

6.2.3.2. Characteristics of non-parametric spatial audio capture and representation
The placement of microphones is subject to various restrictions of the end-user devices, the non-parametric spatial audio capture can be used to generate both standard format audio and non-standard format audio. Several standard audio formats listed in IVAS-4 P-doc are surround (5.1 and 7.1), surround + height (5.1+4 and 7.1+4), FOA, HOA2, HOA3, Object-based audio. The standard format audio is a necessary part of the interoperable solution between different kind of end-user devices.

Non-parametric spatial audio capture and representation is an important intermediate link joint between originally captured raw signals at sending end and rendered spatial signals at receiving end, it can allocate computational complexity of the end-to-end real-time spatial audio solution into two ends.

The accuracy of the non-parametric spatial audio representation can be significantly different because of the corresponding non-parametric spatial audio capture solution, it is necessary to carefully define the minimum performance requirements for the non-parametric spatial audio representation, based on this, higher performance is always pursued with better solutions.

6.2.3.3. Factors that affect non-parametric spatial audio capture
It is the same as parametric spatial audio capture, refer to section 6.2.2.3.
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Microphone configurations in non-parametric spatial audio
Immersive audio capture technology by microphones has been developed for decades, however, its corresponding microphone configuration is not fit for current mobile phones.
Numerous stereo microphone configurations have been developed to create immersive audio experiences. Several immersive configurations that are compatible with mobile phones are listed here.
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ORTF-surround

The "ORTF-surround" configuration evolves from the ORTF stereo technique, consisting of two back-to-back ORTF stereo setups. It utilizes four super-cardioid microphones arranged in a rectangular formation, with each side measuring 10 cm by 20 cm and forming azimuth angles of 80º and 100º. The output from each microphone is individually routed to the corresponding Left (L), Right (R), Left Surround (LS), and Right Surround (RS) speakers to create an immersive audio experience. Refer to Figure 6.2.3.4.1.1-1.
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Figure 6.2.3.4.1.1-1 The configuration of ORTF-surround microphone

ORTF-3D
The "ORTF-3D" consisting of two "ORTF-surround" configuration, one is placed directly on top of one another with 90º on elevation Angle, Refer to Figure 6.2.3.4.1.2-1.
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Figure 6.2.3.4.1.2-1 Left view of ORTF-3D microphone front channels
new M/S configuration
Double-M/S
The "Double-M/S" configuration enhances the traditional M/S configuration by adding an additional rear-facing cardioid microphone. This rear-oriented mic integrates with the existing figure-8 microphone's signal, creating a pair of back-to-back M/S systems that capture a surrounding sound field. And corresponding channel signal can be obtained through the following equation, Refer to Figure 6.2.3.4.2.1-1.: 
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Figure 6.2.3.4.2.1-1 The configuration of Double-M/S microphone


M/S-3D
By incorporating a vertically oriented figure-8 microphone as “Z” signal into the "Double-M/S" configuration, the "M/S-3D" setup is capable of capturing the height channel, Refer to Figure 6.2.3.4.2.2-1.: 
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Figure 6.2.3.4.2.2-1 Left view of M/S-3D microphone



IRT-cross
Another well-known configuration is the "IRT Cross," which is an equal segment microphone array. This array can be configured with either four cardioid microphones placed 20 cm apart or four supercardioid microphones spaced 14 cm apart. Refer to Figure 6.2.3.4.3-1.
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Figure 6.2.3.4.3-1 The configuration of IRT-cross microphone
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Conclusion
It is proposed to include section 2 into TR 26.933 as the chapter 6.2.3.	Non-parametric spatial audio capture.
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