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1. Introduction
At meeting SA4#123-e, two contributions addressing architectures and interfaces relevant for immersive split audio rendering were discussed [1], [2].
In the view of the source, contribution [1] is helpful since it shows relevant system configurations and interfaces. In the discussion, it was commented that some details were lacking. However, the source believes that it is a good approach to start collecting conceivable system configurations, identify relevant high-level interfaces, interface nodes and interface components (between nodes). Having identified relevant interfaces and interface components and nodes will allow associating each with specific characteristics such as latency, supported bit rates, complexity, etc. Accordingly, the present contribution aims at extending the discussion initiated by [1] and offering more details. 
2. Discussion
System configurations
See [1].
High-level interfaces
Based on the figures presented in [1], the following high-level interfaces can be identified, where it should be noted that not all system configurations will expose all interfaces. Interfaces that are apparently device-internal are not listed.
1. Standalone Glass UE:
· Cloud/5G Edge – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds   
2. Cloud/Edge-dependent Glass UE:
· Cloud/5G Edge – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds      
3. Phone-dependent Glass UE:
· Cloud/5G Edge – Phone UE
· Phone UE – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds     
4. Cloud/Edge and Phone UE -dependent Glass UE:
· Cloud/5G Edge – Phone UE
· Phone UE – Glass UE with integrated audio in/out
· Glass UE w/o integrated audio – Earbuds   
Interface components
In the following, components of the above interfaces are identified. Note that not all will apply in each system configuration.
1. Downlink tx of user plane audio data 
a. Cloud/5G Edge – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer – OS (Cloud/Edge node) interface
· OS – wireless transport interface
· Wireless transport – OS (Glass UE) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
· Audio decoder/renderer – OS (Glass UE) interface
· OS (Glass UE) – Audio hardware (Glass UE) interface
b. Cloud/5G Edge – Phone UE
· Audio codec/renderer – OS (Cloud/Edge node) interface
· OS – wireless transport interface
· Wireless transport – OS (Phone UE) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
c. Phone UE – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer – OS (Phone UE) interface
· OS – wireless transport interface
· Wireless transport – OS (Glass UE) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
· Audio decoder/renderer – OS (Glass UE) interface
· OS (Glass UE) – Audio hardware (Glass UE) interface
d. Glass UE w/o integrated audio – Earbuds, (potentially) involving
· Audio codec/renderer – OS (Glass UE) interface
· OS (Glass UE) – wireless transport interface
· Wireless transport – OS (Earbuds) interface
· OS – Jitter buffer interface 
· Jitter buffer – Audio decoder/renderer interface
· Audio decoder/renderer – OS (Earbuds) interface
· OS  – Audio hardware (Earbuds) interface

2. Uplink tx of user plane audio and sensor data 
For uplink, it can be expected that analogous interface components as for downlink are relevant, though with signal flow in reverse order.
Interface nodes
1. Downlink tx of user plane audio data 
a. Cloud/5G Edge – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer
· OS (Cloud/5G Edge node)
· 5G wireless transport (using selected 5QI)
· OS (Glass UE) 
· Jitter buffer
· Audio decoder/renderer
· Audio hardware (Glass UE)
b. Cloud/5G Edge – Phone UE
· Audio codec/renderer
· OS (Cloud/5G Edge node)
· 5G wireless transport (using selected 5QI)
· OS (Phone UE) 
· Jitter buffer
· Audio codec/renderer
c. Phone UE – Glass UE with integrated audio in/out, (potentially) involving
· Audio codec/renderer
· OS (Phone UE)
· 5G wireless transport (e.g. using 5G sidelink)
· OS (Glass UE) 
· Jitter buffer
· Audio decoder/renderer
· Audio hardware (Glass UE)
d. Glass UE w/o integrated audio – Earbuds, (potentially) involving
· Audio codec/renderer
· OS (Glass UE)
· Wireless transport
· OS (Earbuds) 
· Jitter buffer
· Audio decoder/renderer
· Audio hardware (Earbuds)

2. Uplink tx of user plane audio and sensor data 
For uplink, it can be expected that analogous interface nodes as for downlink are relevant, though with signal flow in reverse order.

3. Conclusion
The present contribution has connected to the discussion opened by [1]. Details on interfaces of various relevant split renderer system configurations have been provided.
The source believes that it is a useful approach to continue collecting characteristics of interfaces of such relevant configurations, which may become a solid basis for identifying requirements for immersive audio split rendering scenarios.   
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