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According to IVAS project plan Pdoc IVAS-2, the finalized IVAS design constraints Pdoc IVAS-4 are due at meeting SA4#121. Accordingly, the source has provided multiple contributions aiming at consolidating those design constraints where the source believes that this could relatively easily be achieved. However, before setting IVAS codec complexity and memory design constraints more considerations may still be needed. 
Accordingly, this contribution provides a discussion on these design constraints leading to a first proposal. 

1. Discussion
The general background is that the IVAS codec is expected to address a large range of use cases from stereo and immersive telephony and teleconferencing over more advanced XR communications and XR content streaming to any kind of premium extensions of XR communications and XR content streaming that may also include specific server-based operations. Considering that more advanced operations should generally lead to increased quality of experience and that the relevant audio formats for such advanced operations will generally comprise a larger number than constituent audio components (or channels), it is clear that there cannot be a single constraint on complexity and memory. Such a single constraint would either prohibit advanced operations or be too permissive which in turn might make implementations possible only on a very limited set of high-performance devices.   
Consequently, there should rather be a set of complexity/memory limits, taking into account that there may be different device classes with different capabilities. It should thus be possible to run certain IVAS baseline operations on a broad class of less capable and presumable less expensive devices and to run certain advanced IVAS operations on more capable devices. Very advanced (or extended) IVAS operations could be limited to selected high-end devices with corresponding capabilities or servers.
[bookmark: _Hlk117157872]This thought leads to defining three functionality levels of the IVAS codec with respectively increased capability demands and accordingly increased complexity/memory limits. The suggested functionality levels are
· Level 1: Baseline Operations enabling immersive voice communications
· [bookmark: _Hlk117156281]Level 2: Advanced Operations enabling XR communications and XR content streaming
· [bookmark: _Hlk117156296]Level 3: Extended Operations enabling premium extensions of XR communications and XR content streaming, and server operations
Each of these levels should then be associated with certain complexity and memory constraints. As EVS complexity and memory requirements are well known and EVS interoperable operations are in any case part of the IVAS codec, it is felt reasonable to define such complexity and memory constraints relative to the corresponding EVS numbers. Below is a proposal for such constraints where supplementary operations such as for JBM should be excluded:
· Level 1:
· Complexity <= 3 * EVS
· RAM <= 3 * EVS
· Level 2:
· Complexity <= 6 * EVS
· RAM <= 6 * EVS
· Level 3:
· Complexity <= 10 * EVS
· RAM <= 10 * EVS
In addition, the EVS interoperability mode should not require substantially increased complexity or memory compared to standard EVS.
ROM and PROM constraints should be independent of the level. The following limits are suggested:
· ROM, PROM <= 10 * EVS
The complexity estimation shall be based on [ITU-T G.191 STL 2022]. To account for measurement inaccuracies, the limits must not be exceeded with a tolerance of 10%.

[bookmark: _Hlk117158018]What remains is to map actual encoder/decoder/renderer operations with corresponding audio formats and bit rates to the levels, depending on the associated use cases. Below is a proposal for that: 
· Level 1: Baseline Operations enabling immersive voice communications 
· Encoder: support bit rates up to 80 kbps with the following input audio formats:
stereo, binaural, FOA, MASA, and Object-based audio (1 object).
· Decoder/renderer: support decoding bitstreams produced by any level-1 encoder operations and output/rendering of the following output audio formats:
stereo, (head-tracked) binaural, (head-tracked) FOA, (head-tracked) MASA, (head-tracked) Object-based audio output formats. 
For Object-based audio the decoder/renderer shall be capable to process up to 4 simultaneous objects to support object-based multi-stream conferencing.   
· Level 2: Advanced Operations enabling XR communications and XR content streaming
· Encoder: all level-1 encoder operations and support bit rates up to 256 kbps with the following input audio formats:
stereo, binaural, FOA/HOA2, MASA, Multi-channel audio (5.1, 7.1, 5.1.4) and Object-based audio (up to 4 objects).
· Decoder/renderer: operations decoding bitstreams produced by any level-1 or level-2 encoder operations and output/rendering of the following output audio formats:
stereo, (head-tracked) binaural, (head-tracked) FOA/HOA2/HOA3, (head-tracked) MASA, Multi-channel audio (5.1, 7.1, 5.1.4, 7.1.4+custom layouts), (head-tracked) Object-based audio (up to 4 objects).
· Level 3: Extended Operations enabling premium extensions of XR communications and XR content streaming, and server operations
· Encoder: all level-1 or level-2 encoder operations and support bit rates up to 512 kbps with the following input audio formats:
stereo, binaural, FOA/HOA2/HOA3, MASA, Multi-channel audio (5.1, 7.1, 5.1.4, 7.1.4) and Object-based audio (up to 4 objects).
· Decoder/renderer: operations decoding bitstreams produced by any level-1, level-2 or level-3 encoder operations and output/rendering of the following output audio formats:
stereo, (head-tracked) binaural, (head-tracked) FOA/HOA2/HOA3, (head-tracked) MASA, Multi-channel audio (5.1, 7.1, 5.1.4, 7.1.4+custom layouts), (head-tracked) Object-based audio (up to 4 objects).

In addition, all levels include EVS interoperability operations and mono input and mono output operations.

2. Conclusion and Proposal
The contribution highlights the need to set IVAS complexity and memory design constraints in levels of increased functionality that are associated with IVAS use cases. The provided discussion leads to the following proposal of how complexity/memory constraints should be implemented in Pdoc IVAS-4:
  
	Complexity
	Complexity/memory limits are defined in 3 levels of increased IVAS functionality. The levels are specified in Annex X. 
The following level-dependent limits apply for IVAS codec operations excluding supplementary operations like JBM:
· Level 1:
· Complexity <= 3 * EVS
· RAM <= 3 * EVS
· Level 2:
· Complexity <= 6 * EVS
· RAM <= 6 * EVS
· Level 3:
· Complexity <= 10 * EVS
· RAM <= 10 * EVS
In addition, the EVS interoperability mode should not require substantially increased complexity or memory compared to standard EVS.
The following level-independent ROM and PROM constraints apply:
· ROM, PROM <= 10 * EVS
The complexity/memory estimation shall be based on [ITU-T G.191 STL 2022]. To account for measurement inaccuracies, the limits must not be exceeded with a tolerance of 10%.TBD



…

Annex X:
Definition of IVAS functionality levels

The following IVAS functionality levels are defined:
· Level 1: Baseline Operations enabling immersive voice communications
· Level 2: Advanced Operations enabling XR communications and XR content streaming
· Level 3: Extended Operations enabling premium extensions of XR communications and XR content streaming, and server operations
Each of these levels is associated with certain complexity and memory constraints as specified in section 3 of this document. 

The following defines the mapping of IVAS encoder/decoder/renderer operations with corresponding audio formats and bit rates to levels: 
· Level 1: Baseline Operations enabling immersive voice communications 
· Encoder: support bit rates up to 80 kbps with the following input audio formats:
stereo, binaural, FOA, MASA, and Object-based audio (1 object).
· Decoder/renderer: support decoding bitstreams produced by any level-1 encoder operations and output/rendering of the following output audio formats:
stereo, (head-tracked) binaural, (head-tracked) FOA, (head-tracked) MASA, (head-tracked) Object-based audio output formats. 
For Object-based audio the decoder/renderer shall be capable to process up to 4 simultaneous objects to support object-based multi-stream conferencing.   
· Level 2: Advanced Operations enabling XR communications and XR content streaming
· Encoder: all level-1 encoder operations and support bit rates up to 256 kbps with the following input audio formats:
stereo, binaural, FOA/HOA2, MASA, Multi-channel audio (5.1, 7.1, 5.1.4) and Object-based audio (up to 4 objects).
· Decoder/renderer: operations decoding bitstreams produced by any level-1 or level-2 encoder operations and output/rendering of the following output audio formats:
stereo, (head-tracked) binaural, (head-tracked) FOA/HOA2/HOA3, (head-tracked) MASA, Multi-channel audio (5.1, 7.1, 5.1.4, 7.1.4+custom layouts), (head-tracked) Object-based audio (up to 4 objects).
· Level 3: Extended Operations enabling premium extensions of XR communications and XR content streaming, and server operations
· Encoder: all level-1 or level-2 encoder operations and support bit rates up to 512 kbps with the following input audio formats:
stereo, binaural, FOA/HOA2/HOA3, MASA, Multi-channel audio (5.1, 7.1, 5.1.4, 7.1.4) and Object-based audio (up to 4 objects).
· Decoder/renderer: operations decoding bitstreams produced by any level-1, level-2 or level-3 encoder operations and output/rendering of the following output audio formats:
stereo, (head-tracked) binaural, (head-tracked) FOA/HOA2/HOA3, (head-tracked) MASA, Multi-channel audio (5.1, 7.1, 5.1.4, 7.1.4+custom layouts), (head-tracked) Object-based audio (up to 4 objects).

In addition, all levels include EVS interoperability operations and mono input and mono output operations.

		Page: 1/4
		Page: 2/4
