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1. Decision/action requested

This discussion document is proposing a new LI architecture to cover NIDD (Non-IP Data Delivery) case in 5GS and associated xIRIs/CC for TS 23.127 and TS 33.128. This paper will also cover cases of unstructured PDU sessions which are subject to 5G/4G mobility and 4G/5G mobility
Guidance and decision from SA3LI are kindly requested to pursue for next meeting.
2. References

[1]
3GPP TS 23.501, System architecture for the 5G System (5GS)

[2]
3GPP TS 33.127, Lawful Interception (LI) architecture and functions

[3]
3GPP TS 33.128, Security; Protocol and procedures for Lawful Interception (LI); Stage 3
[4]
3GPP TS 23.502, Procedures for the 5G System (5GS); Stage 2

[5]
3GPP TS 24.501, Non-Access-Stratum (NAS) protocol for 5G System (5GS); Stage 3

3. Discussion
NIDD (Non-IP Data Delivery) enables IoT devices to transmit data without allocation of an IP address to these devices. 

Two benefits are cited: 

· better security by not using IP in transmission since the device is not accessible via the Internet; 

· better efficiency by not requiring TCP/IP or UDP/IP header information. There is just “less of everything” available in a connected device: less memory, less processing power, less bandwidth, etc., and of course, less available energy. 

The maximum size of a NIDD message is 1600 Bytes (MTU of Data over NAS message). NIDD is a bidirectional data transfer service. If the device is not reachable and an incoming data message is being received, store and forward applies.

This contribution defines LI architecture for NIDD in 5GS and corresponding xIRIs/CC. This architecture has been designed to cope with unstructured PDU sessions which are subject to 5G/4G mobility and 4G/5G mobility.  

3.1. NIDD in 5GS

Functions for NIDD may be used to handle Mobile Originated (MO) and Mobile Terminated (MT) communication for unstructured data (also referred to as Non-IP). Such delivery to the AF is accomplished by one of the following two mechanisms:

· Delivery using the NIDD API supported by the NEF;

· Delivery using UPF via a Point-to-Point (PtP) N6 tunnel (This use case is simpler to handle with the existing LI standard for 5GS)
NIDD is handled using an Unstructured PDU session to the NEF. The UE may obtain an Unstructured PDU session to the NEF during the PDU Session Establishment procedure. 

Whether or not the NIDD API shall be invoked for a PDU session is determined by the presence of a "NEF Identity for NIDD" for the DNN/S-NSSAI combination in the UE subscription. 

If the subscription includes a "NEF Identity for NIDD" corresponding with the DNN and S-NSSAI information, then the SMF selects that NEF and uses the NIDD API for that PDU session, otherwise, the SMF will select a UPF as the anchor of this PDU Session.

3.2. NIDD in EPS

Functions for NIDD may be used to handle mobile originated (MO) and mobile terminated (MT) communication with UEs, where the data used for the communication is considered unstructured from the EPS standpoint (called Non-IP). 

The Non-IP data delivery to SCS/AS is accomplished by one of two mechanisms:

· Delivery using SCEF;

· Delivery using a Point-to-Point (PtP) SGi tunnel

3.3. EPS Architecture of NIDD using SCEF

The UE embeds the data it wants to send in a NAS message (DoNAS, Data over NAS) without using any IP stack at all. The MME on the network side forwards such data to a Service Capability Exposure Function (SCEF) using T6a DIAMETER-based interface. To the outside world, the SCEF then makes this data available via an HTTP-based API (T8 interface).
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Figure 1 : EPS Architecture of NIDD using SCEF
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Figure 2 : EPS Architecture of NIDD using SCEF in roaming situation

In roaming situation, the Interworking SCEF (IWK-SCEF) is located in the visited network for interconnection with the home SCEF. The IWK-SCEF relays the non-IP data between the visited MME and the home SCEF.
3.4. 5GS Architecture of NIDD using NEF
NIDD via NEF requires a control plane PDU session. The PDU session is established between UE and NEF via AMF and SMF. The user traffic is exchanged with DoNAS (Data over NAS) between UE and AMF and with HTTP/2 between AMF and SMF and between SMF and NEF.
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Figure 3 : 5GS Architecture of NIDD using NEF
In roaming situation, the I-NEF has been removed in TS 23.501 (see S2-2004036). I-NEF Monitoring Event Report normalisation functionality is merged to AMF and SMF. In the NIDD scenario, I-NEF functionality is supported by vSMF. NIDD via NEF requires a control plane PDU session established between UE and NEF via visited AMF, visited SMF and home SMF. The user traffic is exchanged with DoNAS between UE and AMF and with HTTP/2 between AMF and vSMF, between vSMF and hSMF and between hSMF and home NEF.
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Figure 4 : 5GS Architecture of NIDD using NEF in roaming situation

3.5. NIDD and 5G/4G handover
For NIDD using NEF, in case of 5G/4G handover, the data session starts with AMF/SMF/NEF and continues with MME/SCEF. 
For NIDD using SCEF, in case of 4G/5G handover, the data session starts with MME/SCEF and continues with AMF/SMF/NEF. 

It seems to be mandatory that combined NEF/SCEF which is the anchor point of the data session handles the IRI and CC and continues the LI process even when inter-RAT mobility (i.e., 5G to 4G and 4G to 5G mobility) occurs.

3.6. xIRIs and CC for NIDD using NEF
V-SMF and H-SMF handle the following IRIs for NIDD using NEF.
· SMFPDUSessionEstablishment 

· SMFPDUSessionModification 

· SMFPDUSessionRelease

· SMFStartOfInterceptionWithEstablishedPDUSession

· SMFUnsuccessfulProcedure
All these IRIs are already specified in TS 33.128. “SMFPDUSessionEstablishment” and “SMFStartOfInterceptionWith EstablishedPDUSession” Records include the IE gTPTunnelID which should be considered Conditional instead of Mandatory since NIDD does not make use of the user plane.

NEF handles the following IRIs for NIDD using NEF

· NEFPDUSessionEstablishment 

· NEFPDUSessionModification 

· NEFPDUSessionRelease

· NEFStartOfInterceptionWithEstablishedPDUSession

· NEFUnsuccessfulProcedure

V-SMF and NEF handle additional IRIs

· NonIPPDHeaderReport, 
· NonIPPDSummaryReport

V-SMF and NEF handle CC for NIDD using NEF
3.7. LI for vSMF

vSMF shall provide the IRI-POI and CC-POI functions. 

 The access method for the delivering of CC related to the NIDD using NEF is based on duplication of packets without modification of the packets at the v-SMF (in case of roaming) and/or NEF in the home network. The duplicated packets with additional information in a header are sent to MDF3 via LI_X3 for further delivery to the LEMF via LI_HI3.
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Figure 5 : LI architecture for NIDD using NEF showing LI at vSMF

3.8. LI for hSMF and NEF
The hSMF shall provide the IRI-POI function while NEF shall provide both IRI-POI and CC-POI functions.
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Figure 6 : LI architecture for NIDD using NEF showing LI at hSMF and NEF

3.9. xIRIs generated by NEF
Table 3.9-1: NEFPDUSessionEstablishment Record

	Field name
	Description
	M/C/O

	sUPI
	SUPI associated with the PDU session (e.g. as provided by the SMF in the associated Nnef_SMContext_Create Request)
	C

	gPSI
	GPSI associated with the PDU session if available
	C

	pDUSessionID
	PDU Session ID
	M

	sNSSAI
	Slice identifier associated with the PDU session
	C

	nEFID
	NEF identity handling the PDU session
	C

	dNN
	Data Network Name associated with the target traffic
	M

	rdsSupport
	True if Reliable Data Service is supported in the PDU session, otherwise False
	C

	sMFID
	Identifier of the SMF associated with the target UE for that that PDU Session
	C

	aFID
	String Identifying the AF the traffic will be delivered to
	C


Table 3.9-2: NEFPDUSessionModification Record

	Field name
	Description
	M/C/O

	sUPI
	SUPI associated with the PDU session 
	C

	gPSI
	GPSI associated with the PDU session if available
	C

	sNSSAI
	Slice identifier associated with the PDU session
	C

	Initiator
	Initiator of the modification of the PDU session, UE, Unknow or Network based (i.e. SMF or NEF).
	M


Table 3.9-3: NEFPDUSessionRelease Record

	Field name
	Description
	M/C/O

	sUPI
	SUPI associated with the PDU session 
	C

	gPSI
	GPSI associated with the PDU session if available
	C

	pDUSessionID
	PDU Session ID as assigned by the AMF
	M

	timeOfFirstPacket
	Time of first packet for the PDU session
	C

	timeOfLastPacket
	Time of last packet for the PDU session
	C

	uplinkVolume
	Number of uplink octets for the PDU session
	C

	downlinkVolume
	Number of downlink octets for the PDU session
	C

	releaseCause
	Cause of PDU Session Release
	M


Table 3.9-4: NEFUnsuccessfulProcedure record

	Field name
	Description
	M/C/O

	failureCause
	Provides the value of the 5GSM cause, see TS 24.501 [5], clause 9.11.4.2.
	M

	sUPI
	SUPI associated with the procedure, if available
	C

	gPSI
	GPSI used in the procedure, if available
	C

	pDUSessionID
	PDU Session ID
	C

	dNN
	Data Network Name associated with the target traffic, if available
	C

	sNSSAI
	Slice requested for the procedure, if available
	C


Table 3.9-5: NEFStartOfInterceptionWith EstablishedPDUSession Record

	Field name
	Description
	M/C/O

	sUPI
	SUPI associated with the PDU session (e.g. as provided by the SMF in the associated Nnef_SMContext_Create Request)
	C

	gPSI
	GPSI associated with the PDU session if available
	C

	pDUSessionID
	PDU Session ID
	M

	sNSSAI
	Slice identifier associated with the PDU session
	C

	dNN
	Data Network Name associated with the target traffic
	M

	nEFID
	NEF identity handling the PDU session
	C

	rdsSupport
	True if Reliable Data Service is supported in the PDU session, otherwise False
	C

	sMFID
	Identifier of the SMF associated with the target UE for that that PDU Session
	C

	aFID
	String Identifying the AF the traffic will be delivered to
	C


3.10. xIRIs generated by V-SMF and NEF

Table 3.10-1: NonIPPDHeaderReport


	Field name
	Description
	M/C/O

	sUPI
	SUPI associated with the PDU session (e.g. as provided by the SMF in the associated Nnef_SMContext_Create Request)
	C

	pEI
	PEI associated with the PDU session if available
	C

	gPSI
	GPSI associated with the PDU session if available
	C

	pDUSessionID
	PDU Session ID
	M

	Direction
	Shall contain the direction of the intercepted packet, and it indicates either “from target” or “to target.”

	M

	aFID
	only NEF is able to provide this IE
	C

	reliableDataServiceSourcePortNumber
	only NEF is able to provide this IE
	C

	reliableDataServiceDestinationPortNumber
	only NEF is able to provide this IE
	C

	packetSize
	Size in bytes of the NAS SM Payload (i.e.,, is the NIDD message) for vSMF, and size of the HTTP/2 payload for the NEF
	M


Table 3.10-2: NonIPPDSummaryReport record

	Field name
	Description
	M/C/O

	sUPI
	SUPI associated with the PDU session (e.g. as provided by the SMF in the associated Nnef_SMContext_Create Request)
	C

	pEI
	PEI associated with the PDU session if available
	C

	gPSI
	GPSI associated with the PDU session if available
	C

	pDUSessionID
	PDU Session ID
	M

	Direction
	Shall contain the direction of the intercepted packet, and it indicates either “from target” or “to target.”

	M

	aFID
	only NEF is able to provide this IE
	C

	reliableDataServiceSourcePortNumber
	only NEF is able to provide this IE
	C

	reliableDataServiceDestinationPortNumber
	only NEF is able to provide this IE
	C

	pDSRSummaryTrigger
	Shall contain the trigger that caused the summary report to be generated, which is one of the following : timer expiry, packet count or byte count
	M

	firstPacketTimestamp
	Shall contain the timestamp that represents the time that the IRI-POI in the UPF detected the first packet in the set represented by this summary
	M

	lastPacketTimestamp
	Shall contain the timestamp that represents the time that the IRI-POI in the UPF detected the last packet in the set represented by this summary
	M

	packetCount
	Shall contain the number of packets detected during the creation of this summary
	M

	byteCount
	Shall contain the number of bytes summed across all packets that belong to this summary
	M


3.11. IRI and CC generated by V-SMF and NEF

A new CC PDU should be defined in TS 33.128 such as:

· NonIPCCPDU containing a Non-IP packet

CCPDU ::= CHOICE

{

    uPFCCPDU                    [1] UPFCCPDU,

    extendedUPFCCPDU    [2] ExtendedUPFCCPDU,

    mMSCCPDU                 [3] MMSCCPDU,

    nonIPCCPDU                 [4] NonIPCCPDU

}
NonIPCCPDU ::= OCTET STRING

V-SMF and NEF originate xCC to MDF3. On its turn, MDF3 shall populate the threeGPP33128DefinedCC field with a CCPayload structure containing NonIPCCPDU and send it over LI-HI3 interface to LEMF.
The ASN.1 of IRI generated by V-SMF and NEF could be:
-- ==================

-- 5G NEF definitions

-- ==================
NEFPDUSessionEstablishment ::= SEQUENCE

{

    sUPI                  
[1] SUPI OPTIONAL,

    gPSI                   
[2] GPSI OPTIONAL,

    pDUSessionID            
[3] PDUSessionID,

    sNSSAI                
[4] SNSSAI OPTIONAL,

    nEFID                   
[5] NEFID OPTIONAL,

    dNN                 
[6] DNN,

    rdsSupport             
[7] RdsSupport OPTIONAL,

    sMFID              
[8] SMFID OPTIONAL,

    aFID
           
[9] AFID OPTIONAL

}

NEFPDUSessionModification ::= SEQUENCE

{

    sUPI                    
[1] SUPI OPTIONAL,

    gPSI                    
[2] GPSI OPTIONAL,

    sNSSAI                  
[4] SNSSAI OPTIONAL,

    initiator              
[5] Initiator

}

NEFPDUSessionRelease ::= SEQUENCE

{

    sUPI                 
[1] SUPI,

    pEI                   
[2] PEI OPTIONAL,

    gPSI                   
[3] GPSI OPTIONAL,

    pDUSessionID           
[4] PDUSessionID,

    timeOfFirstPacket       
[5] Timestamp OPTIONAL,

    timeOfLastPacket       
[6] Timestamp OPTIONAL,

    uplinkVolume            
[7] INTEGER OPTIONAL,

    downlinkVolume          
[8] INTEGER OPTIONAL,

    releaseCause           
[9] ReleaseCause

}

NEFUnsuccessfulProcedure ::= SEQUENCE

{

    failureCause            
[1] FiveGSMCause,
    sUPI                  
[2] SUPI OPTIONAL,

    gPSI                    
[3] GPSI OPTIONAL,

    pDUSessionID          
[4] PDUSessionID,

    sNSSAI                 
[5] SNSSAI OPTIONAL,

    dNN                    
[6] DNN OPTIONAL

}

NEFStartOfInterceptionWithEstablishedPDUSession ::= SEQUENCE

{

    sUPI                 
[1] SUPI OPTIONAL,

    gPSI                    
[2] GPSI OPTIONAL,

    pDUSessionID         
[3] PDUSessionID,

    sNSSAI                
[4] SNSSAI OPTIONAL,

    nEFID                   
[5] NEFID OPTIONAL,

    dNN                     
[6] DNN,

    rdsSupport              
[7] RdsSupport OPTIONAL,

    sMFID                   
[8] SMFID OPTIONAL,

    aFID
            
[9] AFID OPTIONAL

}

NonIPPDHeaderReport ::= SEQUENCE

{

    sUPI                               
[1] SUPI OPTIONAL,

    gPSI                                
[2] GPSI OPTIONAL,

    pEI                                
[3] PEI OPTIONAL,

    pDUSessionID                        
[4] PDUSessionID, 

    reliableDataServiceSourcePortNumber    
[5] ReliableDataServiceSourcePortNumber OPTIONAL,

    reliableDataServiceDestinationPortNumber
[6] ReliableDataServiceDestinationPortNumber OPTIONAL,

    aFID
                        
[7] AFID OPTIONAL,

    direction                       

[8] Direction,

    packetSize                           
[9] INTEGER

}

NonIPPDSummaryReport ::= SEQUENCE

{

    sUPI                          

[1] SUPI OPTIONAL,

    gPSI                                   
[2] GPSI OPTIONAL,

    pEI                                   
[3] PEI OPTIONAL,

    pDUSessionID                           
[4] PDUSessionID, 

    reliableDataServiceSourcePortNumber    
[5] ReliableDataServiceSourcePortNumber OPTIONAL,

    reliableDataServiceDestinationPortNumber
[6] ReliableDataServiceDestinationPortNumber OPTIONAL,

    aFID
                           
[7] AFID OPTIONAL,

    direction                              
[8] Direction,

    pDSRSummaryTrigger                   
[9] PDSRSummaryTrigger,

    firstPacketTimestamp                
[10] Timestamp,

    lastPacketTimestamp                    
[11] Timestamp,

    packetCount                            
[12] INTEGER,

    byteCount                              
[13] INTEGER

}

ReleaseCause ::= ENUMERATED

{
    sMFRelease                            [1],
    dNRelease                             [2],
    uDMRelease                            [3],
    cHFRelease                            [4],
    localConfigurationPolicy              [5],
    unknownCause                          [6]
}
RdsSupport ::= BOOLEAN

ReliableDataServiceSourcePortNumber ::= INTEGER (0..15)

ReliableDataServiceDestinationPortNumber ::= INTEGER(0..15)

AFID ::= UTF8String

SMFID ::= UTF8String
NEFID ::= UTF8String
3.12. EPS Architecture of NIDD using a Point-to-Point (PtP) SGi tunnel

When support of Non-IP data is provided at the SGi interface, different Point-to-Point (PtP) tunneling techniques may be used. UE does not get the IP address assigned by PGW for the PDN connection. The UE IP address for the PDN connection is used as source address in the PGW and as destination address in the AS for the PtP tunnel. During the PDP context/PDN connection establishment, the PGW associates the GTP-U tunnel for the PDN connection with the SGi PtP tunnel. The PGW acts as a transparent forwarding node between the UE and the AS.
UE directly sends its application messages in NAS signaling to MME. MME forwards the application messages over GTP-U/UDP/IP to SGW (S11-U interface). SGW forwards them to PGW over GTP-U/UDP/IP (S5 interface). PGW routes the message to the AF over ptp tunnel.
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Figure 7 : EPS Architecture of NIDD using a PtP SGi tunnel
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Figure 8 : EPS Architecture of NIDD using a PtP SGi tunnel in roaming situation

In roaming situation with home routed mode, the only difference is the location of the MME and SGW in the visited network and PGW in the home network. 

3.13. 5GS Architecture of NIDD using a Point-to-Point (PtP) N6 tunnel
In 5GS, the unstructured PDU Session type is corresponding to the Non-IP transport mechanism and is achieved via different Point-to-Point (PtP) tunneling techniques to transmit unstructured data to the destination (e.g. application server) in the DN via the N6 reference point.  IP address allocation procedure for the UE during PDU session establishment is performed by the SMF, but the IP address is not provided to the UE. For the N6 PtP tunnel, the IP address for the PDU session is used as source address for the uplink data and as destination address for the downlink data. During the PDU session establishment, the UPF associates the GTP-U tunnel for the PDU session with the N6 PtP tunnel. The UPF acts as a transparent forwarding node between the UE and the AF.

UE directly sends its application messages in NAS signaling to AMF. AMF forwards the NAS message to the SMF over HTTP-based N11 interface. SMF forwards the message to the UPF over N4 interface.  UPF routes the message to the AF over PtP tunnel.
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Figure 9 : 5GS Architecture of NIDD using a PtP N6 tunnel

In roaming situation UE sends its application messages in NAS signaling to AMF. AMF forwards the NAS message to the vSMF over HTTP-based N11 interface. SMF forwards the message to the vUPF over N4 interface.  vUPF routes the message to the hUPF over GTP-U/UDP/IP. UPF routes the message to the AF over PtP tunnel.
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Figure 10 : 5GS Architecture of NIDD using a PtP N6 tunnel in roaming situation

3.14. xIRIs and CC for NIDD using a PtP N6 tunnel

In non-roaming situation, the SMF generates the same IRIs as for IP data delivery :

· SMFPDUSessionEstablishment 

· SMFPDUSessionModification 

· SMFPDUSessionRelease

· SMFStartOfInterceptionWithEstablishedPDUSession

· SMFUnsuccessfulProcedure

The UPF generates the same IRIs and same CC as for IP data delivery since there is a UDP/IP tunnel to deliver NIDD between UPF and AF  

· PDHeaderReport 

· PDSummaryReport

· CC

In roaming situation with home routed mode, hSMF shall report IRIs and hUPF shall report IRIs and CC while the target is in the visited network. HSS will also report IRIs. 

For the visited network, the vSMF shall report IRIs and vUPF shall report IRIs and CC. AMF will also report IRIs.
3.15. Conclusion
As TS 33.107 and TS 33.108 do cover 4G LI for IoT UE’s NIDD communications using SCEF, it is proposed to pursue and make CRs on TS 33.127 and TS 33.128 for next meeting in order to cover the 5GS cases.
Any guidance and modification to be made on them are kindly requested to SA3LI.
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