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1. Introduction
[bookmark: _Toc227640903][bookmark: _Toc227641308]This contribution proposes a use case where the application is distributed across multiple VM using for application coordination for the cloud services living document.
2. Discussion
Applications can be developed in a distributed manner with specific functions operating in different VMs using an inter machine IPC (inter-process communication) which may not use TCP/IP for transport because of performance reasons.
3. Proposal
***********************First addition******************************
1 Use cases
A. Distributed application communicating through IPC
.
a. Overview
This use case describes an application which is distributed across multiple VMs hosted by the same cloud service provider.  The distributed parts of the application communicate through an Iinter Process Communication (IPC) service.
b. Actors
The user is John. 
McCloud is the cloud service provider providing IaaS or PaaS on a variety of target hardware platforms but a single hypervisor (VMM).
c. Preconditions
John is a subscriber of the McCloud services and has installed an OS with an IPC mechanism built on top of a McCloud proprietary inter-VM messaging service which is not based on TCP/IP.
d. Actions
i. John activates the VMI with the McCloud proprietary inter-VM messaging service supporting the hosted OS IPC service.
ii. John installs and initializes an application which manages his illegal activity.
iii. One of the VM contains the data which is used by the illegal activity.
iv. Another VM not identifiable with John handles the login in and user interactions with other members of the illegal activity.
v. John’s cohorts are then able to logon to the new VM under the standard LINUX login services that John manages.
vi. The VM handling the user interface aspects communicates with the VM containing the illegal activity data VM through the IPC mechanism.
e. Results
i. Multiple VMs are involved with supporting the illegal activity.  Not all of them can be linked directly with John by only examining McCloud subscriber records.
f. Challenges for interception
i. The VMI is hardware and VMM specific.  The target hardware platform may be cloud service provider specific.
ii. The identities of the users of the VM may not be known to the cloud service provider since the user identity management on the VM is by the system administrator of the hosted OS.
iii. Identifying the target OS may not be known by the cloud service provider, but require parsing the VMI.
iv. To get a complete picture of the illegal activity, multiple VMs or VMIs will have to be parsed.
v. The contents of the messaging IPC between VMs is application specific. This would require reverse engineering the application running on all the VMs where the application is distributed.

***************************End of first addition**********************************
4. Recommendation
Discuss and adopt the proposed use case in a new use case section of the cloud services living document.
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