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1
Decision/action requested

Approve the following changes to Section 6 of TR 33.848.
2
References

None.
3
Rationale

There are currently no Mitigations or Solutions in TR 33.848.  This document adds a solution on separation of trust domains in a virtualized environment. This provides whole or partial solutions to Key Issues 1, 9, 11, 12, 13.
4
Detailed proposal

6
Mitigations and Solutions
6.x
Trust domains and separation
6.x.1
Introduction

Virtualisation is a widely employed technique to provide separation between workloads, allowing the resources available to be used in the most efficient and secure manner. This separation requires the definition of trust domains but can be implemented and enforced in a variety of different ways.  This can include software defined rules, separate physical infrastructure and appropriate choices of virtualisation infrastructure.  Risk appetite and use case will determine which combination of these controls are appropriate.

6.x.2
Solution details
6.x.2.1
Definition of trust domains
All workloads, functions and VNFs are allocated a trust domain, based upon their sensitivity.  Functions identified as security critical do not share trust domains with workloads that are not security critical functions.

All physical hosts are categorised into security pools based upon risk. The risk is based upon the host type, the security features of the host, and the environment within which that host resides. Hosts can be pooled for resilience purposes to ensure that parallel workloads are in physically separate locations.  Host pools are tagged with trust domains they can execute. This will be based on risk and ensure that sensitive functions are not executed alongside vulnerable functions, or in high-risk locations.

When determining whether a virtual workload is permitted to run on a host, the following aspects are considered:

· the trust domain of the workload being deployed,

· the host’s security pool,

· the existing workloads running on the host, and their trust domains.

Using these criteria, CSPs enforce rules, as appropriate, to ensure that critical and sensitive workloads and highly exposed workloads do not run on the same host pool. Further segregation is available, for example if the workload vendor is viewed as high risk.

Given that the orchestration tooling requires high levels of access and privilege it is be counted as a security critical network function and protected as such. If it were compromised, the entire virtualisation fabric would be at risk.
6.x.2.2
Software separation of VNFs

Virtualisation provides a well understood, software defined, mechanism to separate network functions.  Software defined traffic rules applied directly to each virtual function are used to limit both incoming and outgoing traffic in an efficient and scalable way.

6.x.2.3
Separation of physical infrastructure

To reduce the risk due to compromise of a single host, virtualisation infrastructure is segregated, and workloads are deployed appropriately. Hosts are physically separated such that compromise of one physical host does not allow an attacker to impact an unmanageable amount of the virtualised network, and a physical host’s risk profile is used to determine which workloads can be deployed to it.

A physical host is not able to impact hosts in other host pools. For example, among other controls, spoofing VLAN/VXLANs of virtual networks is not allowed.

6.x.2.4
Virtualisation platform

Where the virtualisation platform is used to enforce separation between trust domains (i.e. where discrete physical hardware is not used), type-1 hypervisors are used.  Virtual workloads do not have direct access to the physical hardware.

Containers are not used to enforce separation between trust domains. Correspondingly, containerised hosts only support a single trust domain. This is because containers only provide process-level separation between workloads, meaning a single kernel-level vulnerability allows an attacker to impact the underlying host and all the containers running on it.
6.x.3
Evaluation

This solution addresses Key Issues 1, 9, 11, 12 and 13.
