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1
Decision/action requested

SA3 is kindly asked to approve the proposed definition of Execution Environment Interface to be added into TR 33.818, as well as other changes.
2
References

[1]
3GPP TR 33.818 v0.5.0, Security Assurance Methodology (SECAM) and Security Assurance Specification (SCAS) for 3GPP virtualized network products

3
Rationale

Execution environment interface was added as part of the description of generic virtualised network product class in TR 33.818 in SA3#96Ad-hoc meeting. This pCR proposes to add the definition of execution environment interface. Some other minor changes are also proposed.
4
Detailed proposal

*************** Start of the Change ****************

5.2.3 Generic virtualized network product model class description

5.2.3.1 Introduction
According to the definition of virtualized network product class, a virtualized network product class is the class of products that implement 3GPP defined network functionalities running on Network Function Virtualisation Infrastructure (NFVI). There are three types of the classes that are described in clause 4.1.1. The generic virtualized network product model classes are described in the following clauses.
5.2.3.2 Generic virtualized network product model of type 1
For the virtualized network product class type 1 (i.e. implementing 3GPP defined functionalities only), the following figure 5.2.3.2-1 depicts the components of a generic network product model at a high level.
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Figure 5.2.3.2-1 GVNP model 
Editor’s Note: How to involve containers into this model is FFS. 
Editor’s Note: The figure needs to be updated. 
The components in the figure 5.2.3.2-1are further described in the following sub-clauses.
5.2.3.2.1 Functions defined by 3GPP
For a generic virtualized network function, it will implement 3GPP-defined functions. Unlike a generic physical network product, a 3GPP-denfined functions can be deployed in multiple VMs and the feature s supported in different VM of the GVNP are up to the implementation of vendors.
To maintain generality and avoid overlap, the GVNP SCAS intends to explicitly address all GVNP functions that, if present in a GVNP, need to be evaluated and hence covered by the requirements in the GVNP SCAS.
5.2.3.2.2 Other functions
A GVNP will also contain functionalities not or not fully covered in 3GPP specifications. 

Examples include, but are not limited to, remote management functions.
5.2.3.2.3 Operating system (OS)
The present document assumes that the functions of GVNP are implemented on multiple VMs. Each VM which is running on a common platform requires a guest operating system to run. 
5.2.3.2.4 Interfaces
Compared to generic physical network product, GVNP has also two type of logical interface, i.e. execution environment interfaces and remote logical interfaces. 
The remote logical interfaces are interfaces which can be used to communicate with the GVNP from another network node and also include the remote access interfaces to the GNP for its maintenance through e.g. an Element Management System (EMS), a Virtualised Network Function Manager (VNFM).
A GVNP hosts the following remote logical interfaces:
-
Service interfaces that are defined in pertinent 3GPP specifications
-
Service interfaces that are not defined by 3GPP

-
Remote OAM interface

-
EMS (Element Management System) interface
-
Interface defined by ETSI NFV specifications [11] [12]:
- Interface between VNF and VNMF for GVNP lifecycle management, configuration information exchange, state information exchange necessary for network service lifecycle management, etc.
An execution environment interface is an interface that can be used to provide the GVNP with the underlying execution environment, to guarantee hardware independent lifecycle, portability, and performance requirements of the GVNP.
A GVNP type 1 hosts the following execution environment interface:
-
Interface towards the underlying virtualization layer for execution environment provision
5.2.3.3 Generic virtualized network product model of type 2
For the virtualized network product class type 2 (i.e. implementing 3GPP defined functionalities and virtualisation layer), the following figure 5.2.3.3-1 depicts the components of a generic network product model at a high level.
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Figure 5.2.3.3-1 GVNP model
Editor’s Note: How to involve containers into this model is FFS. 
Editor’s Note: The figure needs to be updated. 
Compared to the GVNP model of the type 1 in figure 5.2.3.2-1, the GVNP model of the type 2 in the above figure has the virtualization layer in addition to 3GPP VNF. The VMs which deploy VNFCIs can be deployed in the multiple hosts, so there may be more than one instance of virtualisation layer that provide virtualisation resource for VNF. For simplicity, only one instance of virtualisation layer is shown in the figure 5.2.3.3-1. The components in the figure 5.2.3.3-1 are further described in the following sub-clauses.
5.2.3.3.1 Functions defined by 3GPP
All text from clause 5.2.3.2.1 applies to functions defined by 3GPP in the figure 5.2.3.3-1.
5.2.3.3.2 Other functions
All text from clause 5.2.3.2.2 applies to other functions in the figure 5.2.3.3-1.
5.2.3.3.3 Virtualisation layer
The virtualisation layer in a GVNP abstracts the hardware resources and decouples the VNF software from the underlying hardware. It provides the virtualisation resources (e.g. virtualized CPU, virtualized memory etc.) and the execution environment for the network functions of VNF [11]. The primary tools to realize the virtualization layer would be hypervisors [11]. The hypervisor can be run either directly on top of the hardware (bare metal hypervisor) or running on top of a hosting operating system (hosted hypervisor) [12]. In case of a hosted hypervisor, the virtualization layer includes both the hosted hypervisor and the hosting operating system.
Note: The definition of hypervisor is described in ETSI GS NFV-EVE 001[12], i.e. the hypervisor is piece of software which partitions the underlying physical resources and creates Virtual Machines, and isolates the VMs from each other.
5.2.3.3.4 Interfaces
All remote logical interfaces from clause 5.2.3.2.4 apply to the interfaces of GVNP of type 2. In addition, it has the following interface defined by ETSI NFV specifications [11] [13]:
- Interface between the virtualization layer and VIM for virtualisation resource allocation, synchronization of virtualized resource state information
A GVNP type 2 hosts the following execution environment interface:
-
Interface towards the underlying hardware layer for execution environment creation
5.2.3.4 Generic virtualized network product model of type 3
For the virtualized network product class model of type 3 (i.e. implementing 3GPP defined functionalities, virtualisation layer, and hardware layer), the following figure 5.2.3.4-1 depicts the components of a generic network product model of type 3 at a high level.
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Figure 5.2.3.4-1 GVNP model
Editor’s Note: How to involve containers into this model is FFS. 
Editor’s Note: The figure needs to be updated. 
Compared to the GVNP model of type 2 in the figure 5.2.3.3-1, the GVNP model of type 3 in the above figure has hardware layer in addition to 3GPP VNF and virtualised layer. The VMs which deploy VNFCs can be deployed in the multiple hosts, so hardware layer that is shown in the figure 5.2.3.4-1 may consist of more than one host. The components in the figure 5.2.3.4-1 are further described in the following sub-clauses.
5.2.3.4.1 Functions defined by 3GPP
All text from clause 5.2.3.2.1 applies to functions defined by 3GPP in the figure 5.2.3.4-1.
5.2.3.4.2 Other functions
All text from clause 5.2.3.2.2 applies to other functions in the figure 5.2.3.4-1.
5.2.3.4.3 Virtualisation layer
All text from clause 5.2.3.3.3 applies to virtualisation in the figure 5.2.3.4-1.
5.2.3.4.4 Hardware
Hardware resources include computing, storage and network that provide processing, storage and connectivity to VNFs through the virtualization layer (e.g. hypervisor). 

5.2.3.4.5 Interfaces
All remote logical interfaces from clause 5.2.3.3.4 apply to the interfaces of GVNP for the type 3. In addition, it has the following interface which is defined by ETSI NFV specification [11]:
- Interface between the hardware layer and VIM for hardware resource configuration and state information (e.g. events) exchange.
*************** End of the Change ****************

