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1
Decision/action requested

Approve the following changes to Section 4 of TR 33.848
2
References

None
3
Rationale

This proposal adds three clarifications for Section 4: Virtualisation Background, Concepts and Assumptions in TR 33.848 as follows:
· We add a note that containers and hypervisors do not offer the same security properties in the description of the architecture.

· We clarify that while certain vulnerabilities of physical hosts may be better understood than certain vulnerabilities of virtual hosts they are not necessarily easy to protect against.

· We address the Editor’s Note about the benefits of full virtualisation versus limited virtualisation.

4
Detailed proposal

*** BEGIN CHANGE 1 ***
4.2
Architecture

ETSI GS NFV 002 [2] defines the high-level NFV Framework which consists of three working domains, as shown by Figure 4.2-1.

The NFV Infrastructure (NFVI) includes all the hardware and software which provide a platform on which VNFs can be deployed.  The NFVI includes:

-
Hardware resources, which are assumed to be COTS.

-
Virtualisation Layer, for example a hypervisor or container engine, which separates the VNF software from underlying hardware.
Note: The choice to use a hypervisor or container engine as the virtualisation layer has security implications.  In particular, containers do not present a security boundary.
-
Virtualised Resources.

VNFs run on top of the NFVI and are software implementations of network functions.  A VNF may run in one Virtual Machine (VM) or over several.

NFV Management and Orchestration consists of the systems and functions which are responsible for virtualisation specific management tasks, such as lifecycle management of VNFs and orchestration of resources required to support virtualisation.

[image: image1.png]Virtualised Network Functions (VNFs)

VNF VNF VNF VNF
NFV Infrastructure (NFVI) NFV

St Network
Compute e o Orchestration

Virtualisation Layer

| Compute | Storage | Network |

Hardware resources





Figure 4.2-1: ETSI NFV high-level architecture (ETSI GS NFV 002)

*** END CHANGE 1 ***

*** BEGIN CHANGE 2 ***

4.4.4
Vulnerabilities of physical hosts

X86 and similar server architectures have a number of physical security weaknesses from a critical national infrastructure perspective. Plug and play interfaces (e.g. USB and removal RAID discs) unless disabled or tightly controlled represent a risk to 3GPP NF security. However, more difficult to control attack vectors such as PCI Express bus Direct Memory Access (DMA) or use of OS swap/page files represent risks if physical access to the server(s) hosting a 3GPP NF becomes possible. Similarly, most server firmware would detect hardware changes (e.g. adding an extra copy physical network port which is visible to the host firmware), but if the replacement hardware uses the same IDs and declared interfaces this is much more difficult to detect.

In legacy PNF implementations, such risks are better understood with physical constraints including secured racks, physical testing of interfaces to confirm they are disabled and careful placement of more sensitive functions (e.g. AUC) within CSP data centres. However, for virtualised implements using large common hosts pools, physically securing all hosts (rather than those dedicated ones for a specific function) so that any 3GPP function can run on any host, while controlling physical access attacks is difficult to achieve. This threat potentially increases with IAAS and NAAS deployments.

Furthermore, many data centre hosts are equipped with Baseband Management Controllers and Intelligent Management Interface Protocol. If an attacker is able to access these controllers, they effectively have direct control over all hosts and all VMs running on them. Over recent years a number of vulnerabilities have occurred. For sensitive functions such as the AUC or LI functions, the risks would obviously be increased.

*** END CHANGE 2 ***

*** BEGIN CHANGE 3 ***

4.5
Limited Virtualisation vs Full Virtualisation

There are a very wide number of definitions as to the meaning of "virtualisation". A number of vendors have been offering "virtualised" implementations for 15+ years using common hardware platforms running VM implementation architectures. However, these limited virtualisation implementations use dedicated hardware instances for each network function. 

While these limited implementations have some of the same risks as a fully virtualised implementation (e.g. common software environment), they are essentially identical to non-virtualised legacy PNF implementations as they have physical testable and securable boundaries. On the other hand, these limited implementations do not offer many of the benefits, including security benefits, of fully virtualised deployments.  Many limited virtualised implementations can be readily migrated into fully virtualised environments and will be migrated as networks become increasingly virtualised during the VNF’s operational lifetime.


Editor’s Note: Further security issues are FFS
*** END CHANGE 3 ***
