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1
Decision/action requested

Add pCR text to TR 33.848
2
Rationale

This contribution contains content reviewed and revised during the Virtualisation study conf call 12th June. The original base text was provided to SA3 in S3-19568/572/573/574/575/576/577/578/579.
3
Proposed New Text
[START OF CHANGES]

2
References
[REFERENCES TO BE ADDED FOR]

ETSI TR NFVSEC 016 [X]
ETSI GS NFVSEC 012 [A]
ETSI TS NFVSEC 011 [E].
[NEXT CHANGE – Was Key Issue 12]
4.4.X Vulnerabilities of physical hosts

X86 and similar server architectures have a number of physical security weaknesses from a critical national infrastructure perspective. Plug and play interfaces (e.g. USB and removal RAID discs) unless disabled or tightly controlled represent a risk to 3GPP NF security. However, more difficult to control attack vectors such as PCI Express bus Direct Memory Access (DMA) or use of OS swap/page files represent risks if physical access to the server(s) hosting a 3GPP NF becomes possible. Similarly, most server firmware would detect hardware changes (e.g. adding an extra copy physical network port which is visible to the host firmware), but if the replacement hardware uses the same IDs and declared interfaces this is much more difficult to detect.

In legacy PNF implementations, such risks are fairly easy to control through physical constraints such as secured racks, physical testing of interfaces to confirm they are disabled and careful placement of more sensitive functions (e.g. AUC) within CSP data centres. However, for virtualised implements using large common hosts pools, physically securing all hosts (rather than those dedicated ones for a specific function) so that any 3GPP function can run on any host, while controlling physical access attacks is difficult to achieve. This threat potentially increases with IAAS and NAAS deployments.

Furthermore, many data centre hosts are equipped with Baseband Management Controllers and Intelligent Management Interface Protocol. If an attacker is able to access these controllers, they effectively have direct control over all hosts and all VMs running on them. Over recent years a number of vulnerabilities have occurred. For sensitive functions such as the AUC or LI functions, the risks would obviously be increased.
[NEXT CHANGE – Was Key Issue X15]
4.X
Limited Virtualisation vs Full Virtualisation

There are a very wide number of definitions as to the meaning of “virtualisation”. A number of vendors have been offering “virtualised” implementations for 15+ years using common hardware platforms running VM implementation architectures. However, these limited virtualisation implementations use dedicated hardware instances for each network function. 

While these limited implementations have some of the same risks as a fully virtualised implementation (e.g. common software environment), they are essentially identical to non-virtualised legacy PNF implementations as they have physical testable and securable boundaries. Many limited virtualised implementations can be readily migrated into fully virtualised environments and will be migrated as networks become increasingly virtualised during the VNF’s operational lifetime.

Editor's Note: Need to consider adding reward of full virtualisation instead of just the negatives.

[NEXT CHANGES]
5.10
Key Issue 9: Trust domain and Slice Isolation

5.10.1
Key issue detail

3GPP TS 33.501 [6], defines requirements for slice isolation. However, if one or more slices are implemented on the same common hypervisor, hosts and virtualisation layer resources / management (MANO) then requirements in TS 33.501 may only be met at the 3GPP functional application layer. Unlike slices built using PNFs, the slice isolation would only be virtual in nature and subject to the threats of other key issues described in the present document.

A similar isolation challenges and risks occur for different trust domains within a 3GPP operator network. IMS security was standardised by SA3 in release 5 to exist in a separate security / trust domain from the 3GPP or non-3GPP access networks used to connect to IMS. Using PNFs, CSCF are largely isolated from 4G or 5G core functions, except through a limited number of defined interfaces. Implementing IMS in a fully virtualised network is similar to the problem of virtualised slice isolation.
5.10.2
Security threats

5.10.3
Potential security requirements

5.14
Key Issue 13: Where the is my function
5.14.1
Key issue detail

Similar to the key issue X12 Where are my Keys and Confidential Data and key issue 5 Data Location and Lifecycle, for some VNFs (or sub components) it is necessary to know exactly where a VNF is (or at least in which data centre it resides). The same also applies in the case of physical attack in post event forensic scenarios. 

By default, cloud hosting environments do not by nature provide an attestable guarantee of physical location of a host or VM. It is possible to indirectly attest location through host IDs but as with SA3 studies on physical locking down femto cells to specific locations have shown, it is possible to move a host from one location to another. 3GPP functions such as AUC, UDM or LI functions need to be attestable within to specific physical location boundaries and those boundaries need to be attestable within 3GPP scope. ETSI TR NFVSEC 016 [X] discusses some of these issues, but the additional 3GPP specific constraints required, are within the scope of 3GPP and not ETSI ISG NFV.

Furthermore, if functions such as SEPP are supposed to be the physical boundary of the network then it may be necessary to be able to constrain them and the SDN routing to them, to specific physical locations.
5.X14.2
Security threats

5.X14.3
Potential security requirements

5.15
Key Issue 14: Attestation at 3GPP Function level

5.15.1
Key issue detail
ETSI ISG NFV specifications such as ETSI GS NFVSEC 012 [A] provide various requirements and recommendations for attestation of host hardware, VMs and VNFs during boot-time / instantiation time. Attestation can be of multiple types (e.g. Boot-time and run-time). However, since security cannot exist in isolation at hardware layer, NFV layer and 3GPP NF layer (VNF functionality layer), it is necessary for the 3GPP to set explicit requirements on attestation. Similarly, ETSI ISG NFV or open source group working on NFV software platform cannot specify the functionality of 3GPP NF or requirement with respect to their attestation. 

3GPP NFs especially in multiple vendor and IAAS scenarios, need assurance that hardware or other critical security functions have not been modified and can be trusted. For example, the NRF in SBA needs to attest that a discovered NF is what it claims to be and has the capabilities it claims to have. While the OSS / BSS allow an NRF to become aware of a new VNF instance (e.g. AMF) it is the underlying attestation chain from a security perspective that verifies the NF is secure.

Possession of a 3GPP level identity / certificate is not in itself a means to prove authenticity of a VNF, unless there is a full attestation chain back to hardware. To support multi-vendor scenarios that chain needs to be standardised either in 3GPP or standards bodies with a wider remit such as ETSI TC CYBER.
5.15.2
Security threats

5.15.3
Potential security requirements

5.16
Key Issue 15: VNF Host Spanning

5.16.1
Key issue detail
3GPP specifies 3GPP NFs in terms of large complex lumps of functionality which span multiple physical hardware hosts in both legacy and virtualised implementations. While there is a risk of an attacker gaining physical access to the interconnections between servers making up a single PNF, this generally requires physical access to the hardware. However, in a virtualised environment access can be gained much more easily as the servers making up a function are more likely to be physically distributed and the SDN v-switch would allow an attacker to much more easily fork IP packets flowing between hosts remotely. Such forking is very difficult to detect or prevent from within a 3GPP NF or VM, unless specific design mitigation is taken to minimise the risk. 

While TLS automatically applied by the NFV / SDN layer between VMs reduces external attacker threat, it is much less effective against attackers who have (or gained) access to NFV MANO etc.

5.16.2
Security threats

5.16.3
Potential security requirements

5.17
Key Issue 16: Encrypted Data Processing

5.17.1
Key issue detail
As an extension to key issue 7 Memory Introspection and key issue X19 Time Manipulation, in a virtualised environment it is necessary to explicitly consider the risk to cryptographic processing of data within a VNF where a fully harden HSM or HMEE is not used to perform the cryptographic function.

Most software manipulating data with cryptographic operations will perform modification actions on encrypted data by first unencrypting the data either in general memory (less than ideal) or CPU cache (better but vulnerabilities exist). Following the necessary processing, the data will be encrypted again. 

Within existing SA3 specifications, while some specialist operations are performed in tamper resistant hardware (e.g. UICC), the bulk of cryptographic processing (e.g. user plane protection) will be performed using general X86 (or similar) servers within the core network. 

In a virtualised environment there are various ways in which unencrypted data can be captured; through the hypervisor; server management hardware; modification of VNF images; instantiating a parallel VM on the same physical CPU; or any number of other options. The risks of being able to capture encrypted data in an unencrypted form due to processing of that data, increases significantly. If that processing is highly sensitive (e.g. AUC or LI functions) then the risk may not be acceptable. Placing entire VMs in fully hardened HMEEs may reduce the risk in the longer term but not all cryptographic functions can be placed in a HMEE (this will not scale) and currently no suitable X86 (or similar architecture) HMEEs exist in commercial data centre servers capable of the scale required to support 5G deployments.

5.X17.2
Security threats

5.X17.3
Potential security requirements

5.18
Key Issue 17: Mixed Virtual and Legacy PNF Deployments

5.18.1
Key issue detail

One of basic tenants of a VM or a VNF is that it does not know that it is virtual (a PNF doesn’t know it is physical either). Similarly, 3GPP specifies application layer functionality of core NFs but does not (with the exception of RAN groups) specify physical implementation aspects. 

With the exception of green field 5G only operators, most virtualised deployments will commence with adding VNFs to an insisting PNF based networks. Overtime the number of VNFs will increase but mixed network deployments will be the default for the next 10+ years. Similarly, mixed SDN and non- SDN linked NFs will also co-exist. By default, PNFs and VNFs have to be able to implicitly trust each other in mixed deployments, given that 3GPP SA3 currently does not specify different handling or trust relationships based on PNF or VNF implementation.

As discussed in other key issues, PNFs and VNFs are susceptible to different types of attack and in turn different have different security capabilities. Furthermore, it is likely that PNFs will be less easily patched for security vulnerabilities compared with VNFs over time.

In mixed deployments, especially where older 3G CS NFs share common NFs (e.g. virtualised HSS, UDM) with 4G or 5G higher security level VNFs, additional 3GPP security mechanisms may be required to prevent attackers using insecure interfaces as the injection points against the otherwise secure VNFs (i.e. VNF implicitly accepts messages from legacy PNF with lower security). However, the reverse attack also exists were an attacker uses the much larger attack surface offered by VNFs to attack PNFs. VNFs would ignore the messages but may well forward them to the less secure PNFs. Attacks are also possible depending on the chain of VNF and PNFs, were an attacker injects messages towards a VNF, which is forwarded to a PNF and finally to another VNF. While the first VNF and PNF are unharmed by the attack, the second VNF falls foul of the implicit trust of PNF and VNF communications. It is possible to conceive other similar chained attack scenarios where PNFs and VNFs exist together without knowledge of each other’s implementation or trust domain segregation.

5.X18.2
Security threats

5.X18.3
Potential security requirements

5.19
Key Issue 18: Software Catalogue Image Exposure.

5.19.1
Key issue detail

In legacy PNF implementations there is a high degree of security by obscurity in terms of the software images that form vendor implementations of 3GPP NFs. While 3GPP specifications describe the high-level functionality of NFs and CT stage 3 specs describe the protocol of the interfaces between them, without “stealing/borrowing” numerous large racks of servers, it is difficult for an attacker to directly analyse the source code or executable software in a PNF.

Virtualised networks define convenient software onboarding APIs and use central software catalogues to hold the VNF images prior to instantiation. There has been significant resistance in ETSI ISG NFV and open source communities to mandate full mandatory integrity checking of software images at both the overall package and sub-component (artefact) level. Current implementations offer minimal if any mandatory signing and where they do, this is based purely on vendor signatures. Therefore, in theory at least, any image from the same vendor would past verification checks if loaded into the wrong CSP software catalogue.

Furthermore, the software catalogues with or without integrity protection provide a standardised description of the VNFs, their resource requirements, their configuration and ultimately the compiled executables that makeup the VNF. If an attacker is able to access the catalogue then they will be able directly gain a lot of information which can then be used to attack the running instances of the VNF. Where those VNFs contain cryptographic functions or sensitive information, this increases the risk further.

Based on current virtualisation standards in ETSI and Open Source, confidentiality protection of whole image or artefacts during; run-time, on-boarding, storage and instantiation is not supported, although for LI purposes this was recommended in ETSI TS NFVSEC 011 [E].
5.19.2
Security threats

5.19.3
Potential security requirements
[END OF CHANGES]
