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Introduction 
Since the start of R15, SA3 have chosen to largely ignore the potential impacts of virtualisation when developing both 33.501 and updates to SCAS in R15. This is not necessarily unreasonable given the need to start somewhere and not try and boil the ocean all at once. There have been a number of proposals to study limited aspects of virtualisation but none have so far been agreed in SA3.

This contribution considers the impact of virtualisation on SA3 specification and security capabilities based on the state of work in ETSI NFV and other similar groups. It is not intended to recommend specific work but this document is intended to provide a set of basic requirements and principles which could be used to evaluate the applicability of other study proposals etc. A number of these may go beyond that which SA3 wishes to take responsibility for but SA3 should agree which are out of scope in any work on virtualisation.
Within 3GPP the term virtualisation is also sometimes used in conjunction with SBA in terms of the SBA “message bus” providing virtual interfaces between 3GPP logical functions (eg AMF). This contribution considers virtualisation of both the 3GPP functions and their interconnections. SBA is effectively a small sub-set of the wider virtualisation security challenge. 
Basic principles
What is an NF in SA2:- Since R99 SA2 has defined architectures in terms of functional entities which describe logical functionality. This functionality is neither virtual nor physical and has no bearing on whether a specific implementation chooses to collapse specific functions together, or implement them as a cloud distributed resource etc.

What is an NF in SA3:- Historically SA3 have assumed a physical implementation of boxes and interconnection links when deciding where to apply security and what protocols to use. SA3-LI have made similar assumptions. This has also been reflected in the threat / risk assessments applied by SA3 when evaluating security solutions.

What an NF knows:- An NF doesn’t know whether it is virtual or physical. Similarly, a Virtual Machine (VM) doesn’t know either. Therefore, a VM’s awareness of reality is either assumed or provided to it by the platform on which it has been virtualised. By default, it has no ability to actually validate whether these assumptions are correct in the physical world or whether the platform lies. For example, if the platform (NFVI) slows down time then a VM or NF by itself has no awareness of this (NTP etc is provided by the NFVI to the VM as a virtual reference). A VM is also not aware whether it has been paused, restarted, copied, or had elements of its memory changed by the NFVI, without complicated attestation processes.
Where an NF exists:- By default an NF/VNF/VM is not aware of its location or the physical resources it is using (It may be told it is in location A by the NFVI but has no means to actually verify this independently of the NFVI). The NFVI may provide both memory and storage as either physical memory or hard disc storage (the difference in virtual terms is purely performance) and may share this physical memory and storage, along with physical CPU cores, with other VMs/VNFs/NFs. This breaks or severely impacts the choices of security protocol and key management made by SA3. If a large group of VNFs containing SA3 security functions are implemented in a single resource pool, multiple copies of encrypted and unencrypted text will be contained within the overall memory space. A single Trojan VNF may compromise multiple otherwise secure VNF if it was able to breakout of its assigned resources. If that Trojan VNF is the V-Switch or a V-Firewall that is potentially very high risk to other VNFs.
Abbreviations:-
NF
-
Network Function (eg AMF, UDM)

VNF
-
Virtual Network Function (Virtualised AMF etc)

VM
-
Virtual Machine (largely interchangeable with VNFCI)

VNFCI
-
Virtual Network Function Component Instance (A sub function of a VNF. A large network function would be made up of 100s of these).

Virtualisation and Sensitive Functions
While SA1 specifications allow for network functions in R15 to be virtual or dedicated physical hardware, nearly all vendors and CSPs are pushing ahead with a part virtualisation strategy for 5G phase 1. While initial implementations are likely to be based on specific NFs using dedicated generic hardware, these deployments are intended to allow an evolution path to later full virtualisation. CSPs will overtime add higher and higher levels of virtualisation. 
Around 90% of network functions contain LI or other security sensitive functionality which needs to be segregated from the rest of the NF. The AMF and SEAF in R15 could be considered an example of this. If we are to assume generic virtualisation, with common COTS hardware and the VNFs are allowed to move or scale then the sensitive functions need to reside in the same hosts / NFVI as the rest of the lower trust NF. In any case to do otherwise would break the SA2 assumption the NFs are neither physical nor virtual.

Similarly, by extension, sub-components of NFs will need to reside in different trust domains and be logically isolated within the NFVI. For example, the SEAF VM of an AMF would be allowed to talk to the AUSF within a logical trust domain. However, the rest of the AMF should not be allowed to talk to the AUSF via the SDN or v-switch routing.
VNFs are built up of a collection of VMs (or VNFCIs in NFV SEC language). These VNFCI are likely to be spread across multiple physical hosts. VNFCIs will communicate with other VNFCIs in the same VNF instance. However, since all VNF to VNF and VNFCI to VNFCI communication is virtual the actual communications are likely to share the same physical NICs. To maintain separation the V-switch and SDN must ensure that the two logical communications VLAN (or trust domains) are never allowed to communicate with each other. Similarly, a VNFCI must never be allowed to communicate outside of the network directly. A failure at this level would undermine all SA3 3GPP level security mechanisms and mean that a breach in 1 untrusted VNF may render and VNF with full SCAS certification insecure. Similar risks apply at the Hypervisor, host and NFVI layers.  

ETSI ISG NFV SEC 012, 013 and 011 provides a detailed description of the impacts of virtualisation on sensitive functions (including LI) but a number of these are summarised below. These are adapted from LI specific requirements in S3i180335;

Trust: Sensitive Function system components traditionally exist in a separate security domains within the CSP’s network. Traditionally, Sensitive Function hardware has been dedicated and is therefore considered to be fully trusted. Generic common non-dedicated hardware introduces significant security risks.

Isolation: When using a common hardware and software NFVI, a security vulnerability will exist in both the network asset and the security functionality protecting it. Any zero-day exploit must not be allowed to propagate freely.

Detection vs Prevention: Preventing a zero-day breakout or other cascade failure in a virtualised network is extremely difficult. Therefore, SA3 should focus on both detection and prevention, rather than absolute prevention. It should be assumed that an attacker with sufficient resources will get in if they try hard enough.


Visibility: Some Sensitive Function system components in most networks are designed to be invisible to non-authorised personnel or management systems. This is very difficult to achieve if Sensitive Function are to be run in a generic common software environment.
 
Sensitivity: Sensitive Function system components are in general considered to be more sensitive than the core network functions they are associated with. They must exist in separate trust domains from the rest of the NF.

Accessibility to data: Sensitive Function (such as the AUC) have traditionally been implemented using dedicated hardware and dedicated firewalls which are largely invisible to the main network administration. 

Software Security: Although NFV security is arguably orders of magnitude better than many legacy “security by obscurity” approaches, the standardised nature of these implementations and lack of dedicated Sensitive Function hardware introduces significant challenges.


NF Location:- Low delay 5G and MEC like services result in Sensitive Functions residing in less secure (or less desirable) places in the network where the use of existing security mechanisms may be undesirable. Not entirely a virtualisation issue.


Interaction with Legacy: A legacy hardware NF (with legacy security mechanisms) and a fully virtual NF will need to be able to explicitly trust each other. This needs to be achieved without either NF being aware of its instantiation type.


Attestation: 3GPP NFs need to fully attest the physical hosts, Hypervisor and OS on which they are running. As a minimum this need to be done at boot and any subsequent VNFCI update but ideally run-time. Key management and algorithms needs to be tied into ETSI NFV SEC mechanisms (and other equivalent standards).

Sensitive Function implementation: 3GPP VNFs should implement all sensitive sub functions within HMEEs, including all TLS or other security endpoints associated with the sensitive sub functions.


VNF isolation and Slice isolation: From a security perspective, an implementation must be able to isolate any set of NFs or NF sub components within a single trust domain from any other functions. Therefore, if it is possible to successfully isolate an AMF from an AUSF in a common software environment then slicing from a security perspective is just a use case of more generic resource isolation.


Sensitive Function identification: SA3 should identify and specify the trust domain relationships and separation which must be provided by the NFVI. This allows the NFVI to allocate functions as trusted or untrusted from a security perspective and isolate the VMs accordingly (eg a sensitive function should not by default be allowed to share the same CPU or resources as a non-sensitive function / VM).

Vendor vs Operator SCAS:- Tradition legacy hardware NFs are difficult for an attacker to covertly replaces without physical access. However, an NF using strong encryption is likely to be substitutable for any other similar version of that NF using NULL encryption from the same vendor if the implementation purely relies on vendor certification and signing. Requirement will also differ between different countries within a single global CSP. Similarly, some instances of an NF may require an LI function whereas in others this would not be required or acceptable. Therefore, SCAS must consider, vendor, operator and country level signing / certification.


Software Crashes: #shocker. SA3 should consider the implications of key or certificate re-use and distribution. If NFs are assumed to be short lived or highly mobile then use of HMEE encrypted DRAM rather than tamper proof persistent storage is likely to present lower security risks (HMEE itself still needs to be tamper resistant in terms of run-time storage and boot time attestable.). This largely mitigates the risk of sensitive data being left behind when a VNF migrates, terminates or crashes.

Logging: If it is assumed that an attacker gets in and that the virtualised network adds and removes 3GPP NFs over a period of time then it must be possible to re-establish the state and configuration of the network over time back to the point at which the attack occurred. 
A number of the above issues are not unique to either LI or SA3 Sensitive Functions. However, the impacts are more acute for LI because LI requires a higher degree of isolation from the rest of the overt network. Furthermore, it would not be possible to store the LI target list in a VNF(POI) which does not meet or mitigates the requirements /issues above and therefore that VNF could not be virtualised in a commercial network.
Conclusions 

The discussion and requirements in this contribution are not intended to be an absolute or fully inclusive list of virtualisation issues which SA3 needs to consider. SA3 should identify for any potential study which of these are in scope and how any study plans to address 1 or more of these.
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