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1
Decision/action requested

Discuss issues and possible solutions,  provide input on proposed solutions.
2
References

[1]
TS 33.501-v15.0.0

[2]
TS 29.500 v1.0.0
3
Rationale
3.1
Summary
The aim of this contribution is to describe issues with TLS and inter-PLMN routing, and compare possible solutions.
3.2
Problem statement

According to TS 33.501, clause 13.1:

· “If TLS is used for service-based interfaces, all network functions shall use both server-side certificates and client-side certificates for authentication.“
 According to TS 29.500, clause 6.1.2:

· ”In order to reach the correct target NF service in the right PLMN, the ":authority" HTTP/2 pseudo-header shall contain the FQDN including the PLMN ID.”
For service invocation between different PLMNs, the SEPP needs to terminate TLS in order to modify requests and responses. This request rewriting is needed because of topology hiding and for the application layer security solution. More details are described in the contribution S3-181405. 
The FQDN in the Request URIs contain the FQDN of the remote PLMN. In order to terminate TLS, the SEPP needs to provide a certificate on behalf of remote PLMN.
The situation is illustrated in more detail in the following service discovery and service request flows:
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Red arrows represent service discovery flows.
Blue arrows represent service request flows.
The TLS tunnels to, from, or between IPXs may not be present.
3.3
Solution Options

3.3.1
Bump in the TLS

In this solution option, TLS seems to be end-to-end from an NF point of view, but is forced to terminated in the SEPPs instead. This is made possible by providing the SEPPs with certificates representing the remote PLMN, signed by their own CA. This either requires a lot of pre-provisioned certificates, certificate creation on the fly, multilevel wild card certificates or the certificates would have to include the actual IP of SEPP.
Pros: No changes to current specifications.
Cons: Unorthodox solution, should work technically but may introduce implementation issues. The solution needs to be  repeated for possible SEPP-IPX, IPX-IPX TLS usage.  
3.3.2
 
In this solution, the inter-PLMN service request would be in http plain text but sent to the SEPP over TLS (stunnel etc.).
Alternatively, the transport layer protection does not need to be a TLS tunnel but could be any “VPN” connection that can be authenticated and that provides sufficient security.
Pros: Solves TLS issues in SEPP, same approach could be used between PLMN and IPX.
Cons: Adds requirements for NFs as a separate setup for the NF-SEPP tunnel is needed.
3.3.3
Using local SEPP FQDN in request URI  
During service discovery, the NRF could return the local SEPP FQDN. Alternatively, the service consumer NF could determine that the target service is in the other PLMN and could send request directly to local SEPP.
URI would point to next-hop and hence TLS could be terminated in an ordinary way. The actual target NF and target PLMN could be carried in the header/body.
This option also provides a possible optimization as discovery of specific hPLMN NF instances may not be needed in vPLMN.

Pros: Solves TLS termination issues and enables independent authentication and authorization decisions within:

· vPLMN

· hPLMN

· Between SEPPs

Cons: Would increase state in SEPPs and requires changes to current SA2 and CT4 specifications.
4
Detailed proposal

Proposal: It is proposed that SA3 discusses and provides input on the proposed solutions:
1. Bump in TLS as specified in 3.3.1
2. TLS tunnel or VPN from NF to SEPP as specified in 3.3.2
3. Using local SEPP FQDN in request URI as specified in 3.3.3
4. Something else?
