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1	Decision/action requested
Agree on the principles below for securing multiple NAS links
1.1 Discussion
For the pending questions on multiple NAS links, following answers are proposed:

1. How many security contexts are required when a UE is connected via a NG-RAN and via an un-trusted non-3GPP accesses?
As per 23.501 clause 4.2.8  “A UE that accesses the 5G Core Network over a standalone non-3GPP access shall, after UE attachment, support NAS signalling with 5G Core Network control-plane functions using the N1 reference point.
When a UE is connected via a NG-RAN and via a standalone non-3GPP access, multiple N1 instances shall exist for the UE i.e. there shall be one N1 instance over NG-RAN and one N1 instance over non-3GPP access.
A UE simultaneously connected to the same 5G Core Network of a PLMN over a 3GPP access and a non-3GPP access shall be served by a single AMF if the selected N3IWF is located in the same PLMN as the 3GPP access. “ 
So in the same PLMN, the N1for 3gpp access and n3gpp access are terminated on the same AMF. This doesn’t necessitate entirely two separate NAS contexts, but the two N1 instances would need a cryptographic separation. This separation can be achieved in a fashion similar to how cryptographic separation is achieved for radio bearers in the AS domain. 
Similar to the AS domain, this means:
· The main NAS context is created at the registration time the first access type and shall contain the NAS integrity and encryption keys, selected algorithm for all NAS links. This main NAS context shall exist as long as at least one of the NAS sub-context exits between the UE and the AMF.
·  When UE registers over multiple access types such as 3gpp, untrusted non3gpp (or other types of access in the future), a NAS sub-context is created for the corresponding access type. 
· The NAS sub-context corresponding to the access differs from the main NAS context with parameters specific to the NAS link, such as NAS link id#, UL packet count, DL packet count etc.  


1. How are the security contexts established? What procedures are used?
Security contexts can be established using NAS SMC procedure. UE performs RR over every access. NAS key KAMF and algorithm selection etc need to be exchanged in the NAS SMC procedure, but these parameters could be common for all accesses hence this can be established at the time of first context, not for subsequent NAS sub-context creation. For the subsequent NAS Subcontexts, NAS SMC without key establishment and algorithm can be used to keep the state machine alike in all Reg Req scenarios.
1. How many security keys are required for securing the multiple N1 instances?
One set of keys, KNASenc and KNASint are sufficient to have cryptographic separation over multiple N1 instances using separate NAS link id# and independent UL and DL COUNTS.
1. How cryptographic isolation for the N1 instances (used simultaneously) is achieved? 
As shown below using parameters (NAS COUNT, NAS Bearer id#, direction, Length, Message) and the NAS key.


1. Should the access ids for 3gpp or non3gpp access be hardcoded or flexible?
In accordance with the access agnostic architecture, there is no reason and advantage to have fixed ids. Instead if the ids are allocated in a flexible manner it will prevent  a hacker for guessing the access id. This will also help if other accesses are added in the future ( e.g. fixed access). So on whichever access the UE did the Reg Req first, that will be assigned NAS link id#1 and so on. Since the access id is not hardcoded 
1. Shall the N1 instances be protected using different security algorithms? 
Within the same PLMN and AMF, there is no security reason to use different security algorithms over different access types. Such a solution will complicate the implementation in the UE and AMF. There is no requirement for this, given that NAS termination in a PLMN is only one.
1. At what level (AMF vs SEAF) in the key hierarchy is multi-NAS enforced? How and where are the multi-NAS keys derived?
Within same PLMN and AMF, the SEAF is shared, hence in this scenario the multi-NAS separation happens is AMF. The advantage is when procedures such a mobility, authentication/re-authentication is done, the context is managed by the same AMF using one context, hence the implementation is simple and easy to handle. 
But if the key separation is at SEAF, the AMF context per access type will be different, resulting in two or more contexts for the UE in the same AMF itself. This will complicate the mobility, authentication, re-authentication scenarios, resulting in individual procedures in these scenarios per access types. This impacts architecture as well as results in more signaling and un-coordinated procedures.
1. How is re-authentication handled? What happens to ongoing Re-authentication if the UE makes another Reg Req over another access type?
Re-authentication: When multiple NAS links are active within one PLMN, only one AMF terminates the NAS links. So if the AMF initiates the re-authentication of the UE, it is up to the AMF when to make the new KAMF current and derive further keys. AMF can wait for any appropriate time to invoke the NAS SMC (on the link, which initiated the re-authentication) and make new KAMF current for both access links.  

Second Registration while Re-authentication ongoing: If a Re-authentication has been initiated by the AMF and ongoing with an already established access type, it is possible that UE might do a Registration Request over another access to a different AMF within the same PLMN. In this case UE already has a GUTI and NAS context, and would protect the RR using the existing NAS context. The receiving 2nd AMF will route the RR to the AMF indicated by the GUTI to validate it. It is up to the first AMF to decide to allow a temporary AMF context in the second AMF using the first NAS context and when to make the credentials from the second authentication current.  
1. Are NAS counts required for each N1 instance?
Yes, NAS COUNTS are required for each N1 instance to have cryptographic separation.
1. What happens during NAS connection release?
This depends on what is being released, is the release for all NAS connections or only the NAS connection over a given access type. With appropriate indicative fields (in stage3) the connection release can indicate whether all NAS connection is released or only one. 
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