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Decision/action requested

Resubmission of S3-170777
It is proposed to approve the actions in clause 4.
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3
Rationale

There has not been an agreement yet on the key issue of Network Slice isolation. The topic of slicing has been stalling in the architecture group. Consequently, in our group, there are several diverging views on how slicing is supported and the implication of slice isolation on the security architecture and the key hierarchy. The need for slice-specific keys has been the main focus of this discussion.
3.1
Ownership and tenancy
3.1.1
Architectural considerations
Clause 5.15 in SA2 draft TS 23.501 [1] is dedicated to Network Slicing. According to the general clause, a Network Slice contains all the resources needed to fulfil a given service including all the necessary control and user plane core network function, the 5G RAN and the N3IWF for non-3gpp access. Network slices may share network functions. In addition, the configuration and the deployment of network slices is under the control of the operator. During registration, the UE may provide a slice selection assistance information that helps the network redirect the UE to the appropriate slice. 

This suggests that network slicing is a network management tool for the operator. Within a slice, all the network functions are owned and managed by the operator. From a security perspective, all the core network functions within all the deployed slices belong to possibly different security domains all controlled by the operator. Therefore, the NDS mechanisms from TS 33.310 [2] and TS 33.210 [6] would be applicable regardless of the mapping of the functions to slices.
3.1.2
Relevant service requirements

The only service requirement in SA1 draft TS 22.261 [3] that relates ownership aspects and network slices is the following (from clause 8.2).
The 5G system shall allow the operator to authorize a 3rd party to create, modify and delete network slices, subject to an agreement between the 3rd party and the network operator. 

This suggests that the operator has the option of authorizing 3rd party to manage network slices based on SLAs. This is of course still under the control of the operator and trust would be assumed should the operator choose to provide access to its management interfaces to business partners. 
On the long run, maybe it would be possible for a 3rd parties to deploy their own Network Functions also based on SLAs. Still though even if this is the case, since these Network Functions would inter-act directly with other operator nodes and be part of the same domain, those 3rd party nodes must be trusted by the operator so the operator would most likely should have some control over them. And conversely, by the same token, the 3rd party must trust the operator
A related topic is network sharing. Network sharing is possible already in EPS; e.g. an MVNO could use its own P-GW, but use the network functions of the operator otherwise. In EPS, no security concerns have been raised regarding network sharing as it is based on the assumption of mutual trust among the involved parties. Network sharing is assumed to be possible also in 5G, and the same trust model as in EPS is assumed to hold.

In case the 3rd party does not trust the operator, e.g. with the UP traffic, then the 3rd party has still the possibility to use security mechanisms over the top at the application layer.
3.2
Isolation

3.2.1
Resource management
The main focus in the other working groups is to make sure that a Network Slice has always available the necessary resources to provide the service. In fact, regardless of how the Network Slices are deployed, the operator would still be expected to meet the corresponding service requirement on each slice, e.g. QoS related. 
In SA2 draft TS 23.501 [1] clause 5.15, the definition of a network slice encompasses all the needed resources (in terms of compute, storage, and network resources, including the transport resources between the Network Functions).
Clause 8.3 in RAN3 TR 38.801 [4] addresses similar aspects in the RAN. Although it is stated as key principle that the RAN shall support resource isolation between slices, it is agreed that how that is realized is up to the implementation.
3.2.2
Communication

The need for cryptographic separation on the communication channels with the network in relation to Network Slices would be only relevant for the scenario of UE connected simultaneously to several slices. In that case, a security breach inside the UE could make it possible for one slice to affect another slide, e.g. by sending packets via the UE. But it is not clear whether this is a topic for standardization. A NOTE at the end of clause 5.8.3.1 states. “…Isolation of network slices within UE may be considered in normative phase, if it needs to be addressed in 3GPP specifications”. A related question would be how a 3GPP specification could help to mitigate a security breach inside the UE. 
In the case where the UE is connected to one slice, an additional binding of the security keys to e.g. a Network Slice identifier would not provide any security benefits. The operator is in control of all the Network Functions in the Network Slice in question and out of it and possibly belonging to other deployed Network Slices. As the network controls all the keys, this additional binding does not serve any purpose and the mechanisms in TS 33.310 [2] and TS 33.210 [6] would still suffice should there be a need to secure the links between the different Network Functions within the CN to avoid accidental data leakage across Network Slices. This is of course if the latter is a valid risk in the first place. When the UE is connected to several slices simultaneously and a security breach inside the UE occurs then separately encrypting the communication from the UE with per-slice keys would not help either because the data is available in the UE in the clear. 
3.2.2.1
Control plane

3.2.2.1.1
NAS level
According to draft TS 23.501 [2] clause 5.15, in the case of a single UE accessing one or more Network Slice instances, the AMF instance serving the UE logically belongs to each of the Network Slice instances serving the UE, i.e. this AMF instance is common to the Network Slice instances serving a UE. 

In another clause of draft TS 23.501 [2] dedicated to the AMF functionalities (clause 6.2.1), the AMF is the termination point for the NAS protocol security. Therefore, the need for slice-specific NAS keys would not provide any security benefit since security is terminated in a shared node, and the assumption is the AMF to SMF interface is protected for SM-NAS messages. 

It is always possible to envision an additional UE-SMF protection layer above the NAS security layer terminated in the AMF but the threat model supporting such a security mechanism is not clear. This would suggest that the AMF is not trusted but in that case why would the AMF be trusted with the messages for the other services, besides the SMF related ones? 

Furthermore, among the implications of such a yet to be proven threat model of an untrusted AMF, the overhead of an additional NAS protection layer includes e.g., a dedicated path (not through the AMF) for the delivery of the security materials to the SMF, an SMF-specific SMC for the activation of the SMF-specific protection material, etc.
3.2.2.1.2
AS level

Among the key principles for the support of Network Slicing in RAN, TR 38.801 [4] clause 8.1 states that in case a UE is associated with multiple slices simultaneously, only one signalling connection shall be maintained. Therefore, we can rule out any slice-specific RRC protection keys. In fact, using different keys with a common shared RRC entity would not provide any security benefit.
3.2.2.2
User plane

3.2.2.2.1
General considerations
In relation to the UP transport between the UE and the network slice-specific function, most likely an UPF, the following has been agreed.
In draft TS 23.501 [2] clause 5.15, it is stated that a PDU session is slice-specific. In other terms, Network Slices do not share PDU sessions. A Network Slice can be served by multiple PDU sessions. 
On the RAN side, clause TS 38.804 [5] provides more details on the mapping between DRBs (data radio bearers), QoS flows and PDU sessions as illustrated in Figure 3.2.2.2-1. The conclusion is that a radio bearer can serve only one PDU session but it is still possible that a PDU session is served by multiple radio bearers.
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Figure 3.2.2.2.1-1: QoS architecture in NR and NextGen Core from TR 38.804
Now one of the outstanding issues in relation to the UP security is the termination point. This is why two scenarios are considered below depending on where the UP security is terminated. 
3.2.2.2.2
RAN terminated security

PDCP security is under the control of RRC. In case of a UE connected simultaneously to several slices, the UE would maintain several PDU sessions where each one is serving only one slice. Based on the RAN QoS architecture described earlier, the UE would maintain several DRBs where each one is dedicated to only one PDU session. Assuming that LTE like security mechanisms are used in NR, the DRBs would use of the DRB-ID in the generation of the key streams. Modifying the DRB-ID on the air interfaces will lead to the packets being discarded so there is no way packets can be redirected from one PDU session to another.
The use of slice-specific keys for the protection of the DRBs would not add any security benefits. This is because all such keys would be owned and controlled by the same UE and the same node at the RAN side, i.e. the gNB. What is the threat model in support of such slice-specific protection keys? A compromise of the UE or the gNB would imply a compromise of all the slice keys anyway.

Furthermore, and more importantly, the DRB-ID is included in the keystream generation so as to avoid keystream repetition, which could help a cryptanalyst eavesdropping on the radio interface. It is not motivated by a threat that packets from one PDU session could somehow impact packets from another PDU session in a security-relevant was, i.e. it is not motivated by an isolation requirement. The cryptographic protection is needed as a protection against third parties that could access an unprotected radio interface. The security isolation of one PDU session of another one is automatically guaranteed by way in which packets are transported over the network. 

This can be most clearly seen when considering the backhaul link in LTE: on the one hand, security isolation between packets streams already is a (implicit) requirement in LTE because it would certainly not be acceptable in LTE that packets from one UE, or from packets stream of a UE, could be used to mount an attack on other packets. On the other hand, all packets are carried over the backhaul link either unprotected (when the backhaul link is assumed to be physically secure) or through one IPsec tunnel using one security association. Nobody has ever complained that this constitutes a threat related to a lack of isolation. 

In short, cryptographic protection on the radio link and (optionally) on the backhaul link is needed to protect against attacks on a vertical interface, from transport network to packet streams carried over it, and not to protect against attacks on a horizontal interface between packet streams. 
3.2.2.2.3
CN terminated security

If the CN terminated UP security is introduced, then a similar reasoning applies here. All the slice keys would be owned and controlled by the same UE. Therefore, a compromise of the UE implies a disclosure of all the slice-specific protection keys. Assuming that the UP security is terminated in slice-specific UP security gateways, a compromise of one of the gateways would not affect the other slices. But this would be also true when there was no cryptographic protection extending to the core network: the compromise of one UPF would not entail the compromise of all UPFs. And it should be remembered that, by definition of the UP security gateway, the data is available in the clear there. Slice-specific keys used between UE and UPF could provide a security benefit only if one of the intermediate nodes or interfaces was compromised, or even some malicious re-routing from one UPF to another UPF could occur. However, this use case is questionable as the argument is not specific to slices: if such re-routing was of concern it could happen in the same way in a (virtualised) LTE network as well and should be addressed also there. From a trust point of view, since the slices are in the control of one operator anyway as described in 3.1.1, there should not be any trust based reasons to have slice-specific keys. 
3.3
Conclusion
Based on the analysis above, the following is stated: 
· All the core network functions within all the Network Slices deployed by an operator belong to possiblysecurity domains controlled and managed by the same operator.
· Access to slice management interfaces is under the control of the operator and trust would be assumed between the operator and the 3rd party, should the operator choose to open an API for management to its business partners. Securing such an API would be a task orthogonal to securing communication between UE and a slice entity in the network. 
· There is no need for CP slice-specific keys. For the NAS protocol the decision of one single AMF shared among slices and of AMF being the termination of NAS security rule out any need for such additional keys. For the RRC protocol the decision of one signalling connection per UE also precludes any need for slice-specific keys.

· There is no need for UP slice-specific keys. 
· For RAN terminated UP security, the management of such keys would be shared by the same UE on one side and the same RAN node on the other side. Furthermore, when considering the backhaul link in LTE, security isolation between packets streams already is a (implicit) requirement in because it would certainly not be acceptable that packets from one UE could be used to mount an attack on other packets. On the other hand, all packets are carried over the backhaul link through one IPsec tunnel using one security association. .
· For CN terminated, assuming that the UP security is terminated in slice-specific security gateways, a compromise of one of the gateways would not affect the other slices. But this would be also true when there was no cryptographic protection extending to the CN. And it should be remembered, the data is available in the clear in the security gateways. Slice-specific keys used between UE and UPF could only protect agaisn the compromise of nodes. However, this use case is questionable and is not specific to slices: if such re-routing was of concern it could happen in the same way in a (virtualised) LTE network as well and should be addressed also there. From a trust point of view, since the slices are in the control of one operator anyway as, there should not be any trust based reasons to have slice-specific keys.
4
Detailed proposal

SA3 is kindly requested to consider the rationale and the conclusion of this contribution and approve the questions and interim agreements proposed in the companion contribution [7]. 
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