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Decision/action requested

It is proposed to approve the actions in clause 4.
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Rationale

3.1
Support of multiple NAS connections
In 5G Systems, a UE may be registered simultaneously to the same PLMN over 3GPP and non-3GPP accesses. For this purpose, it is expected that the UE and the AMF maintain two NAS connections, one for each access type. In such scenarios, TS 23.501 [1] further describes which elements of the user context in the AMF would be shared among the NAS connections and which would not. For example, there will be multiple Connection Management (CM) and Registration Management states, one per access type. On the other hand, the temporary identifier will be common.
3.1.1
NAS security in legacy systems
As described in TS 33.401 [2], The security mechanisms in legacy systems provide integrity, confidentiality, and replay protection for NAS messages. The NAS security context consists of the KASME key, the derived protection keys KNASint and KNASenc, the key set identifier eKSI and a pair of counters NAS COUNTs, one for each direction. These security parameters are exclusive to one NAS connection and are refreshed upon the creation of a new KASME, e.g. following an authentication procedure.
Furthermore, the replay protection mechanism, partly realized by the NAS COUNTs, relies on the assumptions that the protocol is reliable and that NAS procedures are run sequentially such that a new procedure is only started after the termination of the current one. This guarantees in-order delivery of the NAS messages so that both the UE and the MME need only to store two values for NAS COUNTs, one per direction. These would be the next and the only expected/accepted values.

3.1.2
Multiple NAS issues

In this analysis, the adopted approach is to propose changes incrementally to the legacy mechanisms and motivate how the new issues introduced by the support of multiple NAS connections are addressed. Among such new issues, we cite the following.
3.1.2.1
Future proofness 
The type categorization of the accesses into a 3GPP and non-3GPP is in fact future proof and can be applied to any new future access technology. Although it seems that there is no need to support more than two NAS connections, we cannot preclude with certainty that there won’t be any future features or enhancements requiring the support of more than two simultaneous NAS connections, one over 3GPP and two over non-3GPP accesses, e.g. Wifi and satellite. For this reason, it would be better that the new security mechanism is not limited to two connections and that it efficiently supports an arbitrary (up to a limit) number of simultaneous connections.
3.1.2.2
Concurrency 
The introduction of multiple NAS connections opens for concurrency issues since it is now possible for the system to run in parallel multiple NAS procedures over the different NAS legs. It is conceivable to mandate that the AMF executes the NAS procedures one at the time regardless on which NAS connection so that the underlying assumptions of the legacy security mechanism are preserved. This is not to be expected. Think that a failing NAS procedure on one NAS connection would put on hold all ongoing operations on the other NAS connection until e.g. a failure timer expires. This would be a bad design choice. Therefore, it would be better that the new security mechanism supports the parallel execution of NAS procedures on the different connections.

3.1.2.3
Agnosticism
It is expected that the new security mechanism will provide the same security services regardless of the access type. The security services include integrity, confidentiality, and replay protection. They should be provided in a transparent manner to the access type. This would be in line with the general design principle of an access agnostic 5G architecture. 
3.1.2.4
Flexibility 
The new feature of multiple NAS connections gives rise to new scenarios which were not possible in legacy Systems. For example, one NAS connection over an access type could be constantly active while another one over a different access type, abusing terminology, flickers. More precisely, the UE is registered over one NAS leg while oscillates between the two registration states on the other leg. This is not to mention, that the UE could meanwhile perform several handovers involving AMF changes. Therefore, the new security mechanism should be flexible enough to support such mobility scenarios.
3.2
Potential solutions

3.2.1
General

First, the following assumptions are made.
· There is an AMF-specific key denoted by KAMF which is the KASME-equivalent in 5G Systems. This key is established via a successful authentication and is used to derive the NAS protocol protection keys, i.e. KNASint and KNASenc.
· The system guarantees the in-order delivery of the NAS messages on each leg. More precisely, the underlying NAS transport assumptions from the legacy system still apply but per NAS connection. Observe that this does not preclude the parallel executions of NAS procedures on different connections.

· The choice of the cryptographic algorithms applies to all the NAS connections indiscriminately. In other terms, it is assumed that there is no NAS connection-specific security negotiation. It is expected that, the negotiation takes place once during the establishment and activation of the AMF key, e.g. the NAS SMC procedure-equivalent in 5G.
3.2.2
Solutions based on security context sharing

As mentioned earlier, starting incrementally from the legacy mechanism, the first potential solution is to use one common security context for all the NAS connections as described below.

3.2.2.1
Variant 1

The NAS security context is shared among the different NAS connections. Such a context consists of the AMF key KAMF, the derived protection keys KNASint and KNASenc, the key set identifier eKSI-euqivalent in 5G, and a pair of counters NAS COUNTs, one for each direction. To address the concurrency issue of clause 3.1.2.2, two alternatives are possible:
· Variant 1.a: It is mandated that the AMF executes the NAS procedures one at the time regardless of on which NAS connection. Observe that this solution variant is listed here for completion and is not preferred for the reasons given in clause 3.1.2.2. 

· Variant 1.b: It is required that the security mechanism keeps track of unused/unseen NAS COUNT values. This is to tackle cases where the NAS messages transit faster on one connection than the other and consequently are received out-of-order. The tracking of such values is only required for the reception not the transmission. So basically the UE keeps track of unused NAS COUNT values on the down link while the AMF keeps track of unused values on the uplink. The security context includes now in addition a list of unused NAS COUNT values. Each time a received message, with a jump in the sequence number (say by n), passes the security check, then n – 1 values are added to this list. On the other hand, each time a received message, where the sequence number is in the unused list, passes the security check, then the sequence number value in question is removed from the list. Such a list is initially empty and is reset whenever the security context is refreshed. However, many other technical aspects must be addressed, should such a solution be adopted. For example, what is the worst case size-wise for this additional value list? Is it possible to mandate a limit? How to handle cases where the limit is reached? Etc. Therefore, this solution variant is not preferred.
3.2.3
Solutions based on separate NAS counters
One problem which the Variant 1 solutions are trying to solve is due to the use of common NAS COUNTs. Therefore, in all remaining variants, it is proposed that for each NAS connection, a separate pair of NAS COUNTs is maintained. 
3.2.3.1
Variant 2 
All the security parameters described in Variant 1 are shared among the different NAS connections except the NAS COUNTs. For each NAS connection a separate pair of NAS COUNTs, one for each direction, is maintained. The NAS COUNTs would then be handled in a similar manner to how it is done in the legacy mechanism. However, since the security keys are shared and to avoid key stream reuse, a mechanism for cryptographic separation is required. For this purpose, a new NAS connection-specific parameter is introduced, called the NAS connection identifier and denoted by NAS CONN ID. 
The NAS CONN ID is a number that is incremented each time a new NAS connection is set up. In the security context, each NAS COUNT pair is associated to a unique NAS CONN ID value. The new parameter is used as the differentiator when interacting with the NAS security function to indicate which NAS connection each message belongs. To keep track of unallocated NAS CONN ID values, an additional parameter is needed. This new parameter, denoted by NEXT NAS CONN ID is also part of the security context. The NEXT NAS CONN ID parameter is initially set to 0 and is incremented whenever a new NAS connection is set up. Each time a new NAS connection is created, it is allocated as identifier the current NEXT NAS CONN ID value. More precisely, a new pair of NAS COUNT is created and is associated to a NAS CONN ID whose value is set to the current NEXT NAS CONN ID value. The NEXT NAS CONN ID value is then incremented.
· Variant 2.a: In this variant, when a new pair of NAS COUNT is created, the value of the counters is set to 0. The NAS CONN ID is an 8-bit value that is used for padding the NAS COUNT 24-bit internal representation when constructing the input to the NAS ciphering or integrity algorithm. In the legacy system the padding is always set to 0 as described in TS 24.301 [3]. Since each, NAS connection is identified by a unique NAS CONN ID, the padding guarantees cryptographic separation for the messages travelling over different NAS connections.
· Variant 2.b: This variant is like Variant 2.b except that the NAS CONN ID is a 5-bit value that is used as the BEARER input to the NAS ciphering or integrity algorithm.
3.2.3.2
Variant 3 
Another variant that is more involved partitions the NAS COUNT domain depending on the number of running NAS connections as described below.

All the security parameters described in Variant 1 are shared among the different NAS connections except the NAS COUNTs. For each NAS connection a separate pair of NAS COUNTs, one for each direction, is maintained. Similarly, to avoid key stream reuse, the NAS CONN ID parameter is introduced. Each pair of NAS COUNTs is associated to a unique NAS CONN ID value. The difference with Variant 2 is that the NAS CONN ID is not constantly increasing and in fact during the life time of the KAMF key, it is possible that different NAS connections are assigned the same NAS CONN ID value. 
A new parameter denoted by NAS CONN NUM is used to keep track of the number of running NAS connections. In addition, a special pair of NAS COUNTs is used to keep Trak of the maximal values of the COUNTS on the uplink and downlink across all available NAS COUNT pairs. This parameter is referred to as the MAX NAS COUNTs pair. Initially all the parameters are set to 0. When a new NAS connection is set up, it is assigned the current NAS CONN NUM value as the NAS CONN ID. A new pair of NAS COUNTs is created with their value set to the current NAS COUNT MAX values added the connection NAS CONN ID. For all existing connections, the NAS COUNT values are adjusted to the current NAS COUNT MAX values added the corresponding NAS CONN ID value. Finally, the NAS CONN NUM is incremented. 
In case a NAS connection is terminated, then the NAS CONN NUM is decremented, all the connections with an identifier over that of the torn down connection are decremented, and all the NAS COUNTS are adjusted like in the connection addition case. Whenever a NAS message is successfully processed (for transmission or upon a reception), then for that NAS connection, the NAS COUNT value is incremented by NAS COUNT NUM. Intuitively, the NAS CONN NUM is used as the increment for all the NAS COUNTS. However, to prevent overlap, each time a connection is established or torn down, the NAS COUNTs are readjusted based on the current NAS COUNT MAX values and the corresponding (possibly readjusted) NAS CONN IDs. 

This variant does not guarantee a good use of the NAS COUNT domain. In case a connection is more active than the others (driving the MAX NAS COUNT values), then its termination would trigger a leap forward in the NAS COUNT values of the remaining connections and thus a waste of NAS COUNT values. Therefore, it is not the preferred solution.
3.2.3.3
Variant 4

All the remaining variants are based on introducing the cryptographic separation at the level of the keys.

This variant is like Variant 2 except in the use of the NAS CONN ID. 

· Variant 4.a: The NAS CONN ID is used in the derivation of the NAS protection keys KNASenc and KNASint. The protection keys become NAS connection-specific.

· Variant 4.b: The NAS CONN ID is used to derive a new level key KNAS from the KAMF key which is then used to derive the other lower level protection keys. The KNAS and the derived protection keys become then connection-specific.

The problem with Variant 4 solutions is that they unnecessarily require more connection-specific parameters compared to Variant 2 ones. Therefore, unless there are strong reasons for not adopting solutions based on Variant 2.a, Variant 4 solutions are not recommended. 
3.3
Conclusion

The analysis above shows that the solutions based on separate NAS counters are simpler, more effective and do not incur a considerable overhead compared to the solutions based on shared counters. In particular, the solutions of Variant 2 are sufficient and do provide the necessary security services. Therefore, Variant 2 solutions are preferred.
4
Detailed proposal
SA3 is kindly requested to consider the rationale and the conclusion in this contribution to approve:

1. The questions and interim agreements proposed in the companion contribution [4], and
2. The solution described in the companion contribution [5]. 
