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High layer functional split and control-user planes separation 
Introduction
In this contribution, we present further analysis (in addition to that in our R3-170085 [1]) of the high layer Centralised Distributed Unit functional split of Option-2 (TR 38.801 [2]) and provide further discussion on the need for separating control and user planes. Furthermore, we have provided an architectural concept where user traffic and control signalling are hosted on separate network entities. 
This separation of control and user planes will allow control signalling resources to be dimensioned (scaled) and evolved separately from the user traffic network entities; allowing, the user plane resources to become commoditized.
For these discussions we have used the Rel12 LTE Dual Connectivity as the starting point for discussion.
In the proceeding sections we have provided a brief analysis of Dual Connectivity based on Alternative 1A and Alternative 3C (3GPP TR 36.842 [3]). 
Dual Connectivity Alternative 1A
With this option as described in TR 36.842 [3] separate EPS bearers are assigned by the core network and the RAN decides to terminate one to the Master eNB and one in the Secondary eNodeB. The EPS bearers are terminated in two separate PDCP entities.
The control signalling, from MME, is terminated into a RRM functional block in the Master eNodeB; this RRM unit also controls the radio resources, and configuration of PDCP-U, of the secondary eNodeB. The control signalling is fed over the Xn interface between the two eNodeBs.
The Alternative 1A architecture can be depicted to include the control signalling, as shown in the following Figure 1:
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[bookmark: _Ref473906491]Figure 1 Alternative 1A with control signalling functional blocks
Observation 1: The Alternative 1A architecture shows how control and user planes can be split between the Master cell and remote PDCP-U. This is part of the Release 12 specifications. 
Dual Connectivity Alternative 3C 
As described in TR 36.842 [3] the Master eNodeB receives the EPS bearer(s) from the core network and terminates them into a PDCP functional block. The user traffic is then split by PDCP (which resides in the Master eNodeB) and is fed into RLC-MAC-PHY layer in both Master and Secondary eNodeBs. 
The control signalling, from MME, is terminated into a RRM functional block in the Master eNodeB; this RRM unit also controls the radio resources, and the RLC configuration, of the secondary eNodeB. The control signalling is fed over the X2 interface between the two eNodeBs.
See the following Figure 2.
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Figure 2 Alternative 3C with control signalling functional block
Observation 2: The Alternative 3C architecture shows how control and user planes can be split between the Master cell and remote RLC. This is part of the Release 12 specifications.
CU-DU Functional Split 
The following figure illustrates the Option 2 functional split, as presented in R3-170085. 
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[bookmark: _Ref473906496]Figure 3 Option 2 Functional Split
The advantages of Option 2 functional split are as follows:
· [bookmark: _GoBack]In the case of inter-site dual connectivity, it avoids sending data down the “last mile” transmission to the master cell, returning it up that “last mile”, and then sending the data down a different “last mile” of transmission to the secondary cell. Furthermore, the capacity of the fronthaul transmission is simpler to dimension
· Allows PDCP to be hosted in a centralised data centre location and avoids the need for IPSec on fronthaul bearer
· No latency dependency for RLC ARQ 
· Allows PDCP resilience by moving secondary PDCP to an alternative data centre
· Supports one-way latency from eNodeB – primary data centre of approximately 5-10ms, and to ‘fail-over’ data centre of 10-15ms.
· With “per bearer” and “per UE” selection of where PDCP-U goes, supports both, e.g. local breakouts in enterprise near basestation and. centralised internet connections. 
User and Control Plane Separation
Using the capabilities described in Observations 1 and 2, Option 2 provides the capabilities to separate the User and Control planes.
In order to maintain tight interworking and synchronisations between RLC-MAC-PHY functional blocks, they are maintained tightly bound in the DU. 
Option 2 split allows operators implementation flexibility and evolution options: e.g.
a) to move the PDCP to a Central Unit while keeping RRM in a master 4G cell. (This might be useful as a complement to “overall architecture option 3”). See Figure 4, below.
b) to move RRM to a more central location where it has oversight over multiple cells; while allowing independent scalability of user plane and control plane. 
c) central RRM with local breakout of some data connections of some UEs nearer (or at) the base station site
d) common, national data centre fabric with single vendor PDCP-U interacting with multiple RAN (or RRM) vendors, each RAN vendor in a different geographic region. Failover to 2nd/3rd choice data centre makes geographical vendor specific PDCP-U impractical. See Figure 5, below.
e) etc.
Some of these options are shown in the following figures. 
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Figure 4 Centralised PDCP-U with RRM and control signalling in eNodeB 
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Figure 5 Centralised PDCP with Centralised RRM in separate platforms  
The above figures illustrate how Option 2 CU/DU functional split would allow for user and control planes separation, and allow for the independent scalability and evolution (e.g. addition of new encryption algorithms) of control and user planes. 
Conclusion and Proposal
In our view: 
· Option 2 provides a practical functional split allowing separation of PDCP functional block to be moved to a central unit whilst maintaining tight integration and synchronisation between RLC-MAC-PHY functional blocks.
· Option 2 re-uses the established Release 12 Dual connectivity functionality. 
· Option 2 allows effective Dual Connectivity of LTE and NR.
· Option 2 adds very small overhead to radio and data rate on the ‘fronthaul’.
· Option 2 and Release12 Dual connectivity allows for scalability and evolution of Control and User planes. 
· Option 2 allows operation with high latency links to a “fail-over” data centre.
· The evolved architecture, with separated user and control planes, could allow for signalling and user traffic entities to be deployed separately.
· We propose RAN3 to adopt Option 2 Functional Split Architecture as the high layer split candidate
Note: we are not fundamentally opposed to the Option 3-1 architecture, but 3-1 seems to have user plane latency constraints; less certainty over its ability to provide LTE-NR ‘dual connectivity’; and less certainty over its ability to have a multi-vendor CP-UP interface. Furthermore, the efficiency of option 3-1 may rely on proprietary mechanisms and implementation which could make it more difficult to realise this option in a multi-vendor environment.
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