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1 Introduction
In contribution S3-121086 “Proposed text for “Conclusions and recommendations” section of TR 33.830” by Acme Packet and Vodafone, an issue with the TSCF solution needing further study was identified:

Note: It should be ffs that how the TSCF solution would solve the firewall traversal issue when signalling and media uses different IP addresses and traverse through different paths, e.g., P-CSCF and IMS-AGW may be deployed on different devices.
This issue was however not captured in the TR. As needs for further study are best captured as Editor’s Notes it is suggested to add such an editor’s note to clause 8.4.

All the proposed IMS firewall traversal solutions uses TCP which provides reliable, ordered delivery of a stream of octets. Using a reliable and ordered protocol like TCP instead of UDP to transfer real-time media leads to several problems. A single out-of order message or lost packet can lead to relatively long delays (potentially in the order of seconds) while waiting for out-of-order messages or retransmission of lost messages. These problems are enhanced by the fact that the access where the firewall traversal mechanism is used cannot be assumed to fulfil any Quality of service requirements.
Solution 8.3 (small extensions to STUN/TURN/ICE) minimizes the problems by setting up a separate TCP connection for the control plane as well as for each media session. In this way an out-of-order or lost packet only affect the TCP connection in which it occurs. And an out-of-order or lost packet in the control plane will not have any negative effects on the media plane and vice versa.

Solution 8.4 (TSCF) and 8.5 (eSEG) makes the problem worse by using a single TCP connection for the control plane and all the media sessions. A single out-of-order or lost packet in the control plane or any of the media sessions will therefore lead to delays in both the control plane and all of the media sessions. An out-of-order or lost packet in the control plane will negatively effects the media plane and vice versa.
It is suggested that text describing this issue is inserted into the TR and that Editor’s notes is inserted in the solutions that has not taken this issue into consideration.

In solution 8.5 there is an editor’s note stating that it is ffs weather this proposal would require IETF standardization. It is suggested that a similar note is inserted for solution 8.4. Several aspects (protocol stack, AKA authentication in TLS, IP allocation, mobility…) of the solution might require IETF standardization. Most of these decisions should likely be left for CT1.

3
Proposal
The following text is proposed for inclusion in the TR.

4
PCR

***
BEGIN CHANGES
***
4.X
Problems with using TCP
It has been agreed that to traverse restrictive firewalls, the solution needs to use TCP (set up with HTTP CONNECT), use port 80 or 443, and look like HTTP/HTTPS. TCP provides reliable ordered delivery of a stream of octets. Due to network congestion, traffic load balancing, or other unpredictable network behaviour, IP packets can be lost, duplicated, or delivered out of order. When this happens, the TCP stack has to wait for the out-of-order packets or retransmission of lost packets. This can lead to relatively long delays (potentially in the order of seconds). These problems are enhanced by the fact that the access where the firewall traversal mechanism is used cannot be assumed to fulfil any quality of service requirements.
Using a reliable and ordered protocol like TCP instead of UDP to transfer real-time media is especially problematic as delays are directly noticeable and may be unacceptable for the subscriber. If several different sessions are transported over the same TCP connection the problem are even worse as a single out-of-order or lost packet in one session leads to delays in all of the sessions.

***
NEXT CHANGE
***
8.3
Reuse of Existing Solutions

Before introducing new nodes or functionality, we should study if the current mechanisms can be extended to support traversal of most or all types of restrictive firewalls. This candidate solution achieves firewall traversal by reusing existing solutions without introducing any new network elements. Existing nodes are required to support TLS on port 443 (the default port of HTTPS). This is already allowed by existing standards.
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Figure 8.2.1: Architectural overview

The solution relies on the use of existing TLS connections:

· IMS control plane (SIP): One for the Gm interface.

· IMS media plane (RTP, RTCP, MSRP, etc.): One for the TURN control connection and one for each allocated TURN TCP connection.

The TLS connections are maintained by sending keep-alive messages as described in TS 24.229 [7].

The additional requirements on the UE, P-CSCF and TURN server is as follows.

1) UE to support the option to transport SIP over TLS, and for P-CSCF to support SIP over TLS on port 443 instead of the default SIP TLS port.

NOTE: This is in full accordance with RFC 3261, TS 24.229, and TS 33.203.

NOTE: Before Rel-12, TS 33.203 specifies in its Annex O.2.2 that the TLS session set-up comprises as its first part a REGISTER not yet secured by TLS that includes a sip-sec-agree negotiation resulting in TLS to be used subsequently. In the solution proposed here it is however required that a TLS tunnel is established before any SIP traffic is exchanged. In this respect, the proposed solution is not covered by TS 33.203 before Rel-12.

2) UE to support ICE with TURN over TLS, and for TURN server to support TURN over TLS on port 443 instead of the default TURN TLS port.

NOTE: This is in full accordance with RFC 5245 and RFC 5766.

3) UE to support normal web proxy procedures (HTTP CONNECT) to set up TLS connections on port 443 to the P-CSCF and TURN servers.

NOTE: One HTTP CONNECT request is needed for each TCP connection. Where HTTP_CONNECT is implemented in the UE is implementation specific.

While RFC 5766 only allows UDP allocations, RFC 6062 defines TCP allocations for TURN. The solution can therefore be used for both UDP and TCP based IMS media plane protocols.

The number of TLS connections to the TURN server (and therefore the number of HTTP_CONNECT) depends on the IMS service and the protocols used. For immediate messaging, a single TLS connection is needed, whereas for MSRP three TLS connections are needed.
By using a separate TCP connection for the control plane as well as for each media session, the problems with using TCP as identified in clause 4.X are minimized. An out-of-order or lost packet only affect the TCP connection in which it occurs. And an out-of-order or lost packet in the control plane will not have any negative effects on the media plane and vice versa.
The UE proceeds as follows:

1) The UE tries to register according to normal procedures, if this fails the UE continues according to 2).

2) The UE tries to register using alternative procedure for NAT traversal UE, if this fails the UE continues according to 3).

3)  The UE tries to register using alternative procedure for NAT traversal UE, but sets up TCP connections on port 443 using HTTP_CONNECT as described above.

NOTE: This requires the P-CSCF to accept TLS connections without preceding negotiation, which is not covered by existing 3GPP specifications before Rel-12.

When changing access, the existing procedures for session continuity as described in TS 24.237 [12] still apply.

The solution supports both encrypted and unencrypted connections.

· If confidentiality is desired, a cipher suite with encryption (e.g. TLS_RSA_WITH_AES_128_CBC_SHA) is negotiated. This achieves traversal for all NIMSFW types (1-9).

· If confidentiality is not needed, a cipher suite with NULL encryption (e.g. TLS_RSA_WITH_NULL_SHA) is negotiated. ). This achieves traversal of NIMSFW types 1-8.

As the solution just requires the P-CSCF and TURN server to support TLS on port 443, and the P_CSCF to accept TLS connections without a respective preceding negotiation, he solution has  little impact. Existing IMS authentication mechanisms can be reused.

***
NEXT CHANGE
***
8.4
Tunnelled Services Control Function (TSCF)

This candidate solution introduces a new network element called a Tunneled Services Control Function (TSCF). TSCF will relay IMS messages to UE using managed TLS tunnels to communicate to UE via embedded Tunneled Service Element (TSE). TSCF will relay P-CSCF messages and IMS application on the UE will point at a standard TLS tunnel on the TSCF. The Tunnel could be shared between multiple applications (SIP, RTP, MSRP etc.). 

NOTE: TLS refers to the connection created using the protocol specified in RFC 2246, RFC 4346 or RFC 5246.

Figure 2 below describes a possible deployment model in which all application traffic (including media) is tunneled using TLS Tunnel. 
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Figure 2 Deployment model: P-CSCF with TSCF. Gm’ Interface, TLS Tunnel Model.

Editor’s Note: TSCF could be considered a part of IP-CAN, IMS or either between IPCAN and IMS. This should be further studied
Editor’s Note: It should be ffs that how the TSCF solution would solve the firewall traversal issue when signalling and media uses different IP addresses and traverse through different paths, e.g., P-CSCF and IMS-AGW may be deployed on different devices.
Editor’s Note: By using a single TCP connection for the control plane and all the media sessions, a single out-of-order or lost packet in the control plane or any of the media sessions will lead to delays in both the control plane and all of the media sessions. An out-of-order or lost packet in the control plane will negatively effects the media plane and vice versa. Ffs needed weather this is acceptable.
Figure 2 below describes changes to IMS Application. During the tunnel negotiation phase, the TSCF will assign a remote IP (inner) to the UE and all the protocols on the IMS application on the UE will use the remote IP address to correspond with the Core Network Element.  The remote IP address can be locally configured on the TSCF or TSCF could obtain the remote ip address through a 3GPP AAA server in the IMS network. TSCF will tunnel/de-tunnel the IMS packet and forward the inner packet from the tunnel to the core network. Once the TSCF forwards the IMS messages to the P-CSCF, P-CSCF will handles the IMS messages as specified in the 3GPP IMS specification 3GPP TS 24.229.
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 Figure 2 Protocol stack for TSCF function

Editor’s note: A new interface requirement for enabling separate deployment of TSCF and P-CSCF should be further studied. This study should also show how the new interface would relate to the transparency of the tunnelling for the IMS core.
Editor’s Note: It is FFS whether this proposal would require IETF standardization.
***
NEXT CHANGE
***
8.5.2.1
eSEG Architecture

A function termed an enhanced SEG (eSEG) is introduced to support IP tunnelling of existing IMS services within a TCP encapsulation designed to carry IKE and IPsec through restrictive firewalls.  

The following diagram illustrates the eSEG in relation to UE, access, and IMS core.  A Tunnelling Client (TC) handles the establishment of IKE/IPsec over TCP using a TPKT-like (TPKT’) framing.  IKE/IPsec ESP tunnel mode packets that would have been framed over UDP per RFC3948 are now framed over TPKT’ over TCP.  This framing of IKE/IPsec packets using TPKT’ over TCP is termed TrIKESec (TCP transport for IKE & IPsec).  TPKT is defined in RFC968.

Editor’s Note:  The term TrIKESec is chosen to facilitate discussion of this proposal; TrIKESec is not an industry standardized term.

Editor’s Note:  It is for further study whether tunnel establishment between the TC and the eSEG need to be authenticated and if authentication is required, what credentials and methods are used.

Editor’s Note: It is FFS whether this proposal would require IETF standardization or whether 3GPP may choose to define a solution for IKE/IPSec as suggested in this proposal.
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Figure X: Deployment model for eSEG

Editor’s Note: By using a single TCP connection for the control plane and all the media sessions, a single out-of-order or lost packet in the control plane or any of the media sessions will lead to delays in both the control plane and all of the media sessions. An out-of-order or lost packet in the control plane will negatively effects the media plane and vice versa. Ffs needed weather this is acceptable
The figure below illustrates transport for SIP, RTP, and other applications following the above method.
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Figure Y: SIP, RTP, & other applications transport

Should it not be desirable for SIP (control plane) and bearer (e.g., RTP) to share the same authentication, integrity, and/or confidentiality measures, multiple IPsec SA may be negotiated.

For completeness, IKE carriage follows.
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Figure Z: IKE Carriage

***
END OF CHANGES
***

