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8
Candidate solutions
******************************START OF CHANGES******************************

8.2
Tunnelled Services Control Function (TSCF)
This candidate solution introduces a new network element called a Tunneled Services Control Function (TSCF). TSCF will relay P-CSCF messages to UE using managed TLS tunnels to communicate to UE via embedded Tunneled Service Element (TSE) stack. TSCF will relay P-CSCF messages and a NGN/IMS application will point at a standard TLS tunnel on the TSCF. The Tunnel could be shared between multiple applications (SIP, RTP, MSRP etc.). 

NOTE: TLS refers to the connection created using the protocol specified in RFC 2246, RFC 4346 or RFC 5246.
 Figure 1 below describes a possible deployment model in which all application traffic (including media) is tunneled using TLS Tunnel. Alternatively, DTLS (RFC 4347) tunnel could be used in the absence of a NIMSFW or to detect presence of a NIMSFW (the mechanism to determine the existence of the NIMSFW server is described in section 8.2.2). 
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Figure 1 Deployment model: P-CSCF with TSCF. Gm’ Interface, TLS Tunnel Model.

Editor’s Note: TSCF could be considered a part of IP-CAN, IMS or either between IPCAN and IMS. This should be further studied
Figure 2 below describes changes to IMS Application Stack. During the tunnel negotiation phase, the TSCF will assign a remote IP (inner) to the UE and all the protocols within the UE will use the remote IP address to correspond with the Core Network Element.  The remote IP address can be locally configured on the TSCF or TSCF could obtain the remote ip address through a 3GPP AAA server. TSCF will tunnel/de-tunnel the IMS packet and forward the inner packet from the tunnel to the core network.
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 Figure 2 Protocol stack for TSCF function

Editor’s note: Currently the interface between TSCF and P-CSCF is Gm interface. A new interface requirement for enabling separate deployment of TSCF and P-CSCF should be further studied.
8.2.1
Packet Format
All packets from the UE will be comprised of “inner” and “outer” parts separated by TLS Tunnel header. See Figure 5 below for the packet format.

The “outer” headers will contain TSE and TSCF L3/4 information.

The “inner” headers will contain Application/P-CSCF headers.

The existence of the tunnel will be transparent / orthogonal from the Application/P-CSCF layer. In other words, “inner” IP address will be unmodified to accommodate TLS tunnel (as if tunnel does not exist).
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Figure 3 Simplified Payload Packet Structure

In addition to a Payload Packet (PP), an optional Control Message (CM) packet is available.

The CM will be used to negotiate keep alive mechanism, protocol version, UE Inner IP assignment, negotiate header compression and Authentication mechanisms. The figure below describes the overall CM packet structure.
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Figure 4 Control Packet Structure
8.2.2
Detection and Traversal of NIMSFW
The proposal suggests the following mechanism to detect the presence of a NIMSFW and traverse it. Alternatively, existing 3GPP mechanisms like STUN and ICE could be used to detect the presence and for traversal of NIMSFW. If UE detects the presence of the NIMSFW using the existing 3GPP mechanisms, then step 1 in the following procedure could be
 skipped and TSE could directly go to step 2.
1. TSE will try to establish a DTLS tunnel to destination port 80/443 on the TSCF. Given the fact that DTLS runs over UDP, if this tunnel establishment is successful, this confirms that there is no NIMSFW server in the network. The TSE should indicate to the IMS control plane and user plane protocols that there is no NIMSFW in the network. At this point, the DTLS tunnel could be torn down and the IMS control plane and data plane protocols could run normally and could use the data protection mechanism negotiated during the protocol exchange. Optionally, if the end to end security is not enabled, the IMS user plane and control plane protocols could disable the protection at the protocol level and use the established protection at the DTLS tunnel level to protect the IMS traffic between the UE and TSCF.

If the establishment of the DTLS tunnel is not successful, it indicates possible presence of a restrictive FW/NAT server in the network. In this case, TSE should perform step 2.

2. TSE should try to establish a TLS tunnel to destination port 80/443 on the TSCF. If the establishment of the TLS tunnel is successful, TSE should indicate to the IMS control plane and user plane protocols the presence of the NIMSFW. At this point, all the IMS protocols must send all their traffic over the established TLS tunnel. Optionally, if the end to end security is not enabled, IMS protocols could disable security at the protocol level since the TLS tunnelling mechanism will provide packet level encryption and authentication mechanism.

If the establishment of TLS tunnel is not successful, it indicates the possible presence of an explicit HTTP proxy and step 3 should be performed.

3. The TSE should send a HTTP CONNECT method (RFC 2616) to the default HTTP proxy in the network, to port 80/443. Once the TSE gets a success response to the HTTP CONNECT, the TSE should repeat step number 2.

If the HTTP CONNECT procedure fails, this indicates a mis-configuration in the network and it is not possible to run the IMS services through this network.

The following flowchart describes TSE connection state machine:
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Editor’s notes: If the operating environment does not have support for DTLS, existing 3GPP mechanisms like STUN and ICE could be used to detect the presence of NIMSFW and step 1 could be skipped and TSE could directly go to step 2.
8.2.3
Overhead and Performance Impact with this solution


This section compares the overhead and performance of running TLS & DTLS tunnel with IPSEC mechanism which is recommended in the 3GPP specs for FW/NAT traversal.

The proposed tunnelling mechanism uses TLS to carry the data. The data is carried in TLS Records over the wire and the TLS record is of length 5 bytes. Since the data is encrypted and integrity protected, there is an additional overhead that is incurred. Let’s assume that the cipher suite negotiated between the client and the server is TLS_RSA_WITH_AES_128_CBC_SHA, which is mandatory for TLS1.2 and hopefully will be commonly negotiated going forward. Since AES is a block cipher, it requires the data to be sized in multiple of the block size. TLS 1.0 (RFC 2246) defines the encrypted data with block cipher as:
    block-ciphered struct {

        opaque content[TLSCompressed.length];

        opaque MAC[CipherSpec.hash_size];

        uint8 padding[GenericBlockCipher.padding_length];

        uint8 padding_length;

    } GenericBlockCipher;

Since most implementations don’t use compression, we can assume the data is the same size. The MAC in this case is computed using SHA1, so the size will be 20 bytes. AES128 has a block size of 16 bytes, so the maximum padding we can add to the data will be 15 bytes. The total overhead of the TLS encrypted data is about 40 bytes (20 + 15 + 5). The total overhead of adding an additional IP header and the TCP header will be additional 40 bytes. So, for every packet, this TLS tunnelling mechanism on an average adds 80 bytes per packet. 

Based on the above calculation for TLS tunnel, the overhead of running the DTLS tunnel would 68 bytes (since with the DTLS tunnel, the outer header is a UDP header and UDP header size is only 8 bytes compares to 20 bytes for the TCP header). 

The average overhead of running IPSEC ESP UDP mode will be 73 bytes(20 byte new ip header by ESP in tunnel mode + 8 byte UDP header + 16 Byte ESP Header + 2Byte ESP Trailer + 12 byte ESP Authentication data + 15 bytes for maximum padding for AES).

It is clear from the above calculations that per packet overhead for TLS and DTLS tunnel are very similar to that of IPSEC in ESP-UDP mode.

Given the fact that all the mechanisms (TLS, DTLS and IPSEC) use AES (128/256) for encryption and SHA1 for authentication, the performance impact of running TLS & DTLS tunnels should be very similar to that of running IPSEC tunnels.

The following table gives a summary of comparison between IPSEC, SIP/TLS and SRTP with TLS/DTLS.

	     Metric →
Solution 
	Packet Size
	Computational needs
	Network Design Complexity
	NIMSFW Traversal
	Security
	Application Neutrality

	
	Overhead
	Mitigation
	Overhead
	Mitigation
	Overhead
	Mitigation
	
	
	

	IPsec
	73 bytes
	 None
	 AES and HMAC-SHA1 calculation            
	 SIP/TLS and SRTP 
	 MTU should be tuned                        
	 None        
	 Not always    
	 Yes
	Yes

	SIP/TLS/SRTP
	40 bytes                    
	 None
	 AES and HMAC-SHA1

Every call requires 2 different negotiations. Maintains 2 different sessions.
	 None
	Multiple secure interfaces.
	 None                        
	 Not always        
	 Yes
	Media only

	TLS tunnel
	80 bytes 

	MTU could be negotiated through the TSCF control packets
	 AES and HMAC-SHA1    
	Protocol level encryption could be disabled when TSCF tunnelling mechanism is enabled.
	Additional Function: TSCF
	TSCF could be integrated into P-CSCF or any other server on the network.

TSCF tunnel establishment requires only one session and maintaining one set of encryption and authentication keys.

TSCF tunnels could be application aware and provide additional call flow simplification services.
	 Always
	 Yes.

Always “on” security model minimizes security footprint 
	Yes

	DTLS tunnel
	68 bytes
	MTU could be negotiated through the TSCF control packets
	AES and HMAC-SHA1    
	Protocol level encryption could be disabled when TSCF tunnelling mechanism is enabled.
	Additional Function: TSCF
	TSCF could be integrated into P-CSCF or any other server on the network.

TSCF tunnel establishment requires only one session and maintaining one set of encryption and authentication keys.

TSCF tunnels could be application aware and provide additional call flow simplification services.
	Always
	 Yes.

Always “on” security model minimizes security footprint 
	Yes


8.2.4
Impact on Media Release

In the IMS networks, once the P-CSCF negotiates the signalling path through SIP, the P-CSCF could release the media packets (for example, RTP) and allow the media packets to go directly between the UE’s. Media release typically happens in the smaller enterprise setup where there are bandwidth limitations with the packets traversing outside the enterprise. 

Given that the proposed tunnelling mechanism assigns inner IP address to the UE which is reachable only through the tunnel, media release is not possible with this solution. However, even in the absence of the tunnel, media release may not be possible in the presence of restrictive FW/NAT servers. In addition to the above point, media release may not be compatible with IMS network Lawful Intercept requirements. It shall be noted that for the Lawful Intercept enabled P-CSCF to perform Interception Action; it must have an access to the complete media stream. 

8.2.5
Roaming between non-FW and FW (NIMSFW) Networks

The UE is not required to invoke the tunnelling mechanism when there is no NIMSFW in the path. If the tunnelling mechanism is not invoked in the absence of the NIMSFW and if the UE moves from this environment to a NIMSFW environment, the UE’s IMS traffic will be blocked by the NIMSFW. In this case, UE should/will notice the disruption in the IMS traffic and the UE should invoke the FW detection mechanism described in section 6.1.2.

In the case when the UE moves from the NIMSFW network to a non-FW network and if the UE is already using the tunnelling mechanism, the UE should continue to use the tunnelling mechanism to avoid disruption in the IMS traffic.

However, it is feasible that UE, while in FW traversing tunnelling mode, may periodically check if IMS services are available directly. When UE detects that FW traversal is no longer necessary, it may start using non-tunnelled path for new calls. 

8.2.6
Method for IMS FW/NAT servers to block the TLS/DTLS tunnelling mechanism

In some deployment scenarios, the IMS FW/NAT servers might want to explicitly disable the IMS traffic and the proposed tunnelling mechanism from traversing the FW/NAT server. The FW/NAT server could achieve this by explicitly blocking the IP address: port or FQDN of the TSCF and the P-CSCF functions. In addition to this, the FW/NAT server could implement advanced behavioural pattern matching techniques to block the proposed tunnelling mechanism.
*******************************END OF CHANGES*******************************
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