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Abstract of the contribution:

The increased popularity of smart ME’s and the popularity of dongle usage in Home PC’s and laptops have resulted in a tremendous growth in mobile data traffic over the last year. So much so, those mobile network operators are now “dusting off” their plans to upgrade their radio infrastructure to support this increase in demand. The result has been that rather than to expand the macro cell capacity, mobile network operators are looking to expand using Home Base Stations or Femto cells and taking advantage of  a fixed network operators broadband network ( Fibre or ADSL) which can carry the data at a lower cost in the core, than can the mobile operators. The 3 offload options being considered by the industry are described and some of the limitations discussed. A proposal for an Option 4 – “IP Offload at the ME using IEEE 802.11 (WLAN)” is presented together with its claimed advantages. The advantages and disadvantage of the initial three possibilities for securing the offloaded traffic are discussed and the standardisation work needed to implement them.

SA3 are asked to consider and agree the inclusion of this 4th option for IP offload and agree the necessary standardisation work to secure the offloaded traffic. Securing this offloaded traffic, should also include the possibilities of network based Child Protection, Anti-virus and Malicious URL detection, as well as authentication and confidentially and integrity protection of the offloaded IP traffic.   
1
Background 

The increased popularity of smart ME’s and the popularity of dongle usage in Home PC’s and laptops have resulted in a tremendous growth in mobile data traffic over the last year. So much so, those mobile network operators are now “dusting off” their plans to upgrade their radio infrastructure to support this increase in demand. 

The user behaviour has also been interesting. It has been observed that over 75% of data usage is made indoors. But this is unfortunate, because more energy is needed to support a user indoors from macro cell than a user outside, because of building penetration loss, which, depending on spectrum allocation, can be significant. Also the user requires “nomadicity” rather than fast mobility when they have settled in one location to use a web based service.   
The result has been that, rather than to expand the macro cell capacity, Mobile Network Operators (MNO) are looking to expand using Home Base Stations or Femtocells or Femto Access Points (FAP) and taking advantage of a fixed network operators (FNO) broadband network (Fibre or ADSL) which can carry the data at a lower cost in the core, than can the mobile operators.

The figure below shows the IP data offload options currently being considered within the industry. 
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· Option 1 - IP Offload at  Home: 

· Option 2 - IP Offload at an ISP 

· Option 3 - IP Offload at MNO. 

2
Security architecture and choice of IP offload   
It is interesting, from SA3s perspective, that the security architecture will determine which of these offload options are possible i.e. where is possible to “break in” to any security tunnel that the IP data flows through. For example, BT assumed that a UMA centric approach would be adopted by SA3. This approach reuses the Unlicensed Mobile Access (UMA) that was used for Fixed Mobile Convergence (FMC) solutions such as BT Fusion. It allowed the mobile UE to connect via other access networks such as IEEE 802.11 (WLAN). The UMA standard was later standardised in 3GPP and was called the Generic Access Network (GAN) 

· A specialist client run on the ME, sets up an IPSec tunnel to the UMA Network Controller (UNC) – in 3GPP this is called the GAN Controller (GNAC) 

· The clients connect to the FGW (GNAC in this case) via the ‘Up’ interface. 

· One important differentiation in Femtocell version of the UMA, is that the special client resides on the FAP, rather than the ME allowing the ME to function as a normal 3G handset. 

· The FGW in this type of approach is often called the RAN Gateway. 

However, the recent decision by SA3 that: 
· FAP security would not be UICC based 
· The security protocol used in UMA, specifically EAP-AKA, could not be implemented outside a UICC for “devices” that have a 3G radio interface. 
Has called the use of a UMA centric approach into question and therefore a certificate based approach is now being considered.  

Hence the current IP offload options are: 

· Option 1 - IP Offload at Home: If the FAP contains 3G elements to offload data the FAP can be used to offload data traffic from itself directly to the DSL backhaul Thus data can be offloaded without reaching the MNO CN giving the benefits described in section 1. In this case, the data will flow outside the IPSec tunnel. For users, this would mean they can use their 3G handset to connect to a media server at home to access local cached content. 
· Option 2 - IP Offload at an ISP
· Option 3 - IP Offload at MNO. 

3
Limitations of the current IP offload options 

1. Licensed spectrum is still a bottleneck: The WCDMA air interface used in 3G and HSPA is interference limited. Since Femtocells are installed by users, it is unlikely the operators can influence where the femto cells will actually be deployed within the macro cells. One of the issues that need to be managed is the control of interference with the macro cells. This is more important if the femto cells and the macro cells use the same carrier as the operator has not been allocated a separate carrier for this purpose
. 

2. Voice needs to remain on the 3G network: Voice breakout is more complex and may require additional components such a Mobile Switching Centre (MSC) to maintain fast voice handovers, so this will remain the responsibility of the MNO for the time being i.e. at least until the situation with IMS or VoLGA (Voice over LTE Via Generic Access) is clear.
3. Coping with multiple devices in a household: The assumption that all people in a household can move to a single operator's contract in a short period of time is not realistic and would mean households deploying more than one Femtocell. Treating these as “in county roamers” has cost implications, as does implementing multiple simultaneous 3G radio interfaces due to the power mask specification issues. 
4. Complex QoS negotiation: Current commercial Femtocell offering do not guarantee any minimum service quality over DSL. The traffic from Femtocells may need to be prioritised over other DSL traffic.

5. No consistent security protection: If data is offloaded before the MNO, it may not be able to benefit from the IPSec security tunnel. 

6. No consistent screening of data: If data is offloaded before the MNO, it may not be able to benefit from network based Child Protection, Anti-virus and malicious URL detection. 

For the above reasons, this contribution proposed that a 4th option be included in SA3 analysis – “IP offload at the Mobile Equipment ME using IEEE 802.11 (WLAN)” and route into existing IEEE 802.11 based core networks, for example that provided by an ISP or “WiFi Hotspot” operator  
4
A proposal for an Option 4 - IP Offload at the ME using IEEE 802.11 (WLAN)
Laptops, of course, already have IEEE 802.11 connectivity built in, and end users are demanding mobile phones that have this feature. Up to now, these interfaces have been independent of each other, with use or otherwise, of the IEEE 802.11 interface, in control of the end user. By taking a little more control of these features then:    

1. Mobile Operators, who do not have the advantage of a third unused 3G carrier (frequency) can deploy femto cells with the IEEE 802.11 carrier enabled and the 3G carrier disabled, thus reducing the concern for the most significant technical issue; interference with the macro cellular network.

2. It is much easier to support multiple ME’s on different MNO contracts, using IEEE 802.11 than 3G for IP offload.

3. Voice can remain on the 3G network; however, the IEEE 802.11 data interface on the ME will need to operate simultaneously with the 3G network interface. This will be the case for voice is handed on the Femtocell or on the Macro cellular network.

4. Security architectures for the ME to the point of trust (Security Gateway) in the ISP can be developed to address the problem of inconsistent security protection.

5. The number of technologies and operators in the end to end data chain will be reduced, making QoS easier to manage end to end. 

6. The end user can take advantage of “In the cloud” security services such as Child Protection. Anti-virus and malicious URL detection with consistent look and feel across devices and reduced licensing costs compared with individual end point solutions.

7. Network selection may be automated and controlled in line with features in the IEEE 802.11u [2] amendment. 
5
Impact of Option 4 on Choice of ME Security features 

There are 3 possibilities 

1. Do nothing, and rely on the user configuring the IEEE 802.11 link layer correctly and risk open connections elsewhere in the chain. 
2. Reuse I-WLAN EAP-AKA with IPsec according to TS33.234.
3. Re-use TLS with certificates credentials.  
5.1
Rely on the user configuring the IEEE 802.11 link layer correctly

This is difficult for the user and relies often on entering hex codes for WPA keys at both ends of the ME-AP link. Only the first link is protected, with the links to the ISP unprotected. 
5.2
Reuse I-WLAN (EAP-AKA) with IPsec according to TS33.234

5.2.1
Support in devices  

Despite the 3GPP specification, this is not well supported in devices at the moment apart from a few procured by FMC operators.   
5.2.2 
Support for retention of voice on 3G 

The device will of course have a UICC so is unaffected by the recent decision by SA3  that EAP- AKA, could not be implemented outside a UICC for “devices” that have a 3G radio interface. However, as was pointed out in section 4 in this contribution:  

1. Voice needs to remain on the 3G network; so the UICC will have to have 2 USIM applications operating simultaneously. SA3 have ruled this out in the current UICC/USIM specifications.    
2. It is difficult for ISP to provide equivalent services for all MNO and vice versa as UICC is dedicated to one MNO. 

3. It is difficult to support secure IP offload for multiple ME’s on different MNO contracts as the security credentials used for EAP reside in a UICC and HSS.

So, unless these restrictions are removed from the current UICC/USIM specifications, this option would have to be ruled out.  

5.3
Use EAP-TLS with certificates 

5.3.1
Support in devices  

This is now supported in a large number of end user devices and has been mandated for support of emergency call in IEEE 802.11 and 3GPP – I-WLAN. The Wireless Broadband Alliance (WBA) has also completed trials using EAP-TLS as common security mechanism for WBA members. [3] 
See http://www.wballiance.net/images/EAPGuidelines%28FINAL2%29.pdf
Since EAP-TLS unlike EAP-AKA can run independently outside the UICC (in a secure area of the ME) it is possible to operate the IEEE 802.11 interface on the ME simultaneously with the 3G network interface.  Previous concerns that SA3 had with using certificates concerning handover performance, are less of an issue with the IP offload interface, as the user requires “nomadicity” rather than fast mobility, when they have settled in one location to use a web based service.

Another issue that SA3 has had with certificates was actually getting them into the device in the first place and ensuring that they were recognised by all possible visited networks, as well as the MNO they have the contract with. This concern can now be addressed by recent developments in certificate management specifically the use of SCEP to allow the end user to request a certificate that matches the ISP providing the offload service in the household that is independent of his selected MNO. Annex A provides some more details of the SCEP protocol, which is intended supported by this contribution authors.           

6 Conclusions and Actions 

A proposal for an Option 4 – “IP Offload at the ME using IEEE 802.11 (WLAN)” is presented together with its claimed advantages. The advantages and disadvantage of the three possibilities for securing the offloaded traffic are discussed and the standardisation work needed to implement them.

SA3 are asked to consider and agree the inclusion of this 4th option for IP offload, and agree the necessary standardisation work to secure the offloaded traffic.
Actions to SA3: 

1. Agree the addition of option 4 for IP Offload 

2. Agree the removal of the restriction that a UICC cannot have 2 USIM applications operating simultaneously.
3. Consider use of if EAP-TLS, as the security mechanism for Offloaded IP traffic, if the removal of the UICC restrictions is not acceptable to SA3. 
4. Consider SCEP as a Device and Network Element solution for Certificate Lifecycle Management for EAP-TLS 
 7. Annex A
7.1 Certificate Lifecycle Management

To manually provision an x509v3 digital certificate the processes can be reduced to 3 key actives once the usual out of band boot strapping activities are addressed with the issuing Certificate Authority (CA) – see figure2 below. These activities are: 
1. Certificate Initial Enrolment, 
2. Certificate Renewal, and 
3. Certificate Revocation.

Experience indicates that IT support staff that are not familiar with x509v3 digital certificate processes struggle to get these basic certificate provisioning steps right, so consider manual x509v3 certificate provisioning processes don’t scale, are error prone and a management support nightmare.  As a result it is unreasonable to assume ME users will fare any better. It has also been estimated operationally certificate provision can take 5 ½ hrs (guestimation).  As a result we need to identify an automated solution allowing key material (public private key pair) to be generated on the user’s devices to a template that both the issuing CA and targeted service (MNO) can support. This certificate management automation requires the ME include a cron job, agent, applet or monitor function that is able to manage the automated issuance or renewal of an  x509v3 certificate(s) based on a configuration file. Contents of the configuration file might be established by provisioning the config file to the device, setting parameters via provisioning services or the user updating an existing configuration file manually.       
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Figure 2. Certificate Lifecycle Management.
7.2. Potential x509v3 certificate management protocols

Various standards activities over the years have established a number of x509v3 certificate protocols from which we can chose. It is important our shortlist of management protocols support automated certificate management, enjoy a number of public and private commercial and enterprise responder services and be supported by the ME manufacturers. Ultimately it is expected ME devices will include native certificate management capabilities as part of their connection manager services. These native certificate management services my also manage additional application certificates, configuring the applications to use the appropriate certificate on behalf of the user.   
Current certificate Management Protocol choices include:
1. PKCS#10, developed to support PEM (privacy enhanced mail) certificate request submission via paper (fax or snail mail). Coupled with SSL/TLS or PKCS#7 this can be used via the internet. Operationally administrators will be familiar with copying and pasting a PKCS#10 message from a web server terminal to a text box on  CA enrolment web page. See RFC2986.

2. CMS (Certificate Management Syntax), CMS  is the message syntax used to digitally sign, digest, authenticate, or encrypt arbitrary message content. That is, CMS provides encapsulation syntax for data protection. The syntax supports both nesting encapsulations and peer signed attributes within the data structure. The CMS values are generated using ASN.1 [X.208-88], using BER-encoding [X.209-88]. CMS is derived from PKCS#7, a standard developed outside of the IETF. See RFC5652.
3.       CMPv2 (Certificate Management Protocol), specifies a complete certificate lifecycle management protocol in addition to certificate enrolment, CMP supports online key updates, online revocation requests and CA key rollover. See RFC2510.

4. CMC (Certificate Management over CMS), specifies both a message protocol reusing the CMS PKCS#10 & CRMF (Certificate Request Message Format) and defines a number of transport mechanisms that are used to move CMC messages.  The transport mechanisms described are HTTP, file, mail, and TCP. See RFC 5272 & 5273.
5. SCEP (Simple Certificate Enrolment Protocol), defines a protocol for certificate management and certificate and CRL queries. While the most widely deployed of the certificate management protocols, this protocol omits some certificate management features, e.g. in-band certificate revocation transactions etc.  As a result implementers are encouraged to also support a comprehensive standards track certificate management protocol in addition to the protocol defined in this specification to address certificate revocation etc. See IETF Internet draft draft-nourse-scep-19
6.        XKMS (XML Key Management Specification),  this protocol was developed for distributing and registering public keys, suitable for use in conjunction with the proposed standard for XML Signature [XML-SIG] and XML Encryption [XML-ENC] developed by the World Wide Web Consortium (W3C) and the Internet Engineering Task Force (IETF).  The XML Key Management Specification (XKMS) comprises two parts -- the XML Key Information Service Specification (X-KISS) and the XML Key Registration Service Specification (X-KRSS). See W3C XML Key Management Specification v2.0
Of the 6 certificate management protocols identified above, if we remove the manual processes we reduce the choice to CMPv2, CMC, SCEP & XKMS. We can further whittle these choices down if we focus on protocols commercial CA’s support currently. As an example XKMS currently receives little support operationally, although it is seen as the replacement for existing certificate enrolment processes. CMP/CMC are seen as the most complete automated certificate enrolment protocols, but the majority of these solutions are provided in the private enterprise space. SCEP is seen as a less complete certificate management solution, but enjoys support from opensource communities and private enterprise and public commercial SCEP server solutions; as a result numerous open source and 3rd party SCEP clients exist today. The SCEP exploits  proven CMS message structures, as a result CMP/CMC could be liken to betamax and SCEP liken to VHS of the automated certificate management protocols, where CMP/CMC are the more complete standards currently, but SCEP is receiving greater support as it stands on the shoulders of the  proven manual CMS certificate management protocol.

It is worth indicating SCEP is based on an IETF draft and is the de-facto standard for network appliances for CISCO etc. 

ME devices that already include a SCEP client that support the SCEP standard to different levels include Apple iPhone & iTouch, Windows WM5.0+, etc.

Software SCEP clients include, SSCEP, Java SCEP, OpenSCEP, Autoscep, sceplient, ssh-SCEPClient-g3 etc. British Telecommunications (BT) even developed a SCEP client and network configuration utility for a recent WBA/FMCA IEEE 802.1x interop PoC called the “1-Click” installer. [3] SCEP Browser Plug-ins include Key manager for FireFox. 
7.3. State model of a SCEP client
SCEP as a certificate management protocol supports the first two processes define in figure 2 above –“Certificate  Initial Enrolment”  and “Certificate  renewal”. It is assumed that x509v3 digital certificate revocation is managed via the traditional out-of-band certificate management processes. 
The SCEP certificate enrolment process supports 1 of 3 optional “requester authentication” methods:
1) Manual enrolment authentication – authentication by the SCEP server is out-of-band (a.k.a manual mode).

2) Pre-authorized enrolment – utilising a pre-shared key acting as a One Time Password (OTP).

3) Authenticated enrolment – based on existing CA-issued or self-signed certificates.

The SCEP client certificate enrolment state machine can be broken down into 11 principle steps, certificate renewal is similar:

1) Read existing certificate subject (distinguished) DN and subjectAltName or SCEP client configuration file subject DN and subjectAltName.

2) Create a new asymmetric public private key pair. Asymmetric key pair size should be determined by configuration file requirements and best practice requirements – see http://www.keylength.com (typically ≥ 2048-bit)
3) Generate a PKCS#10 certificate request including the Subject DN, subjectAltName and any other known PKIX (RFC8250) name value pair attributes required, such as the “ChallengePassword”.

4) Extract the private key generated in step 2, and create a Self-Signed certificate based on the subject DN used within the PKCS#10 message – these will be required to sign the SCEP request message.

5) Identify the CA or RA enveloping encryption key (public key).

6) Create an enveloped (encrypted) PKCS#10 messages using the CA or RA public key, signing with the associated Self-signed certificate – the format is based on RFC2315.
7) Send the SCEP message to the SCEP server. Dependant on the SCEP server capabilities, transport may be via HTTP GET or POST method dependant on the response to the “GetCACaps” message. Depending on the SCEP server capabilities supported signature and encryption could be either MD5, DES or SHA-1, DES3. The later is preferred.
8) Dependant on the SCEP server’s ability to support “manual mode”, “automated mode” and “request queuing”, the SCEP client polls the SCEP server based on the clients configuration file requesting the issued public key certificate. The server responds with a success, pending or failure message. 
9)  The SCEP client receives the new certificate from the SCEP server.

10) The SCEP server adds the new certificate to the key store, establishing the entire trust chain of the issued certificate.

11) The SCEP client rolls over the existing and new certificate key stores.  
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Figure 3. SCEP client state machine.
7.4. Client / Server SCEP message flow 

The SCEP protocol is being referenced by many manufacturers of network equipment, software providers and ME device manufacturers who need to develop simplified solutions (i.e. automation) for x509v3 digital certificates management within large-scale implementations or communities for everyday users.

The protocol is designed to make the issuing and revocation of x509v3 digital certificates as scalable as possible, while addressing the usual user missoperation errors and management nightmares. The protocol re-uses proven message structures. The idea is that any standard end entity device should be able to request x509v3 digital certificate electronically based on a configuration file template. Historically manual management processes have usually required extensive input from administrators, so x509v3 digital certificates have not been suited to large scale deployments.

Within a typical message flow the client first establishes it is in possession of the current issuing CA or RA certificate using the GetCACert or GetNextCACert message, before requesting a new certificate with the PKCSreq message. Depending on manual, automated or process queue the requester would receive a success, pending or failure response. In figure 4 below the response indicated is pending where the SCEP client would defer picking-up the issued certificate based on a configurable back-off algorithm.   
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Figure 4. SCEP certificate request message flow.
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