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This contribution extends the workspace introduced two meetings ago about the UC threats in non-IMS interconnection scenario. The basic context is already described in section 5.3 of the TR 33.837 on PUCI.

In the first part of this contribution, we explicit the characteristics of non-IMS interconnection in addition to the description already provided in section 5.3 of the TR.

Then we analyse how existing solutions can mitigate UC threats in the specific non-IMS interconnection scenario. This section largely refers to solutions standardized in IMS and already analyzed in the the TR under the "IMR" and "use of IMS supplementary services" approaches.These solutions include white lists, black lists, anonymous call rejection, closed user groups and call diversion on originating identity as well as UC report and various reactions on incoming calls. Because these approaches are already discussed in the TR, the analysis of their specific fit to non-IMS interconnection context is proposed to be put into an informative annex. As shown in the analysis, most of these solutions are efficient only if the sender identity is authenticated which is a big challenge in non-IMS interconnection scenario. On the other hand, when the sender identity is not authenticated, these measures may generate unwanted side-effects.

From this analysis, it appears that complementary functions should be added to the ones already described in the TR for the specific non-IMS interconnection context. The corresponding framework is described and is proposed for inclusion in section 7. It should be noted that the proposed framework operates at the signalling level and presents similarities with the "TBS" and "Otway-Rees based key management protocol" described in TR 33.828. Therefore it should be discussed how to treat these similarities in order not to duplicate or overlap the work being done in TR33.828.
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5.3
Specific UC threats in non-IMS inter-connections

5.3.1
Introduction
The inter-connection between IMS and non-IMS networks, telecommunication operators and independent VoIP service providers, will lead to higher risks for some specific threats. This section highlights the architecture and specific threats corresponding to this scenario. In the rest of the document we use the term "IMS interconnection" when the interconnection between two operators or domains follows the IMS/3GPP standards. On the other hand, we use the term "non-IMS interconnection" when the interconnection is between an IMS compliant network and a non-IMS compliant network.
The architecture and inter-connection scenario can be described as follows (see Figure 5.3-1) representing an IMS interconnection on the left side and a non-IMS interconnection on the right side:

[image: image1]
Figure 5.3-1: IMS and non IMS Inter-connection
The non-IMS interconnection scenario refers to the general case where an IMS network/domain is not only interconnected with other IMS network/domain but also with non-IMS network/domain also called "external VoIP operators" or "public Internet VoIP operators". It is supposed to appear because various operator may follow various commercial or technical strategy, resulting in not all the VoIP operators following the IMS standards, although each one seeking "universal reachability" with other operator/domain. This scenario may appear progressively along with the increase of the number of VoIP providers. In a long term period, it is expected that inter-IMS networks connections and IMS connections with non-IMS network will coexist.
To some extend, this scenario may be compared to e-mail interconnection where a huge number of e-mail domains/networks (several thousands) are interconnected in an "open way" meaning at any time each e-mail domain may receive an incoming e-mail from any other domain in the world without previous legal or contractual agreement.
The non-IMS interconnection presents specific characteristics which are listed in the sub-sections below. This is not meant to be exhaustive and it may change depending on operator strategy. Therefore it should be considered as a basis for discussions that may be adapted along time.


· 
· 
· 
· 
· 
5.3.2
Legal assumptions

In non-IMS interconnection we assume there is no a priori legal or commercial agreement between operators. Similarly there may not exist any SLA or policy agreement before VoIP calls are being placed.

Although legal agreement may not exist between each possibly interconnected domain it is assumed that subscriber traffic goes through operator proxies before being sent to outside domain and consequently each provider takes the appropriate measures to authenticate its customers and filter UC from its domain. Customer authentication does not necessarily imply a legal contract but at least some kind of customer account which is required, for example, to access WebPhone services. Note: this assumption does naturally not apply to deliberate attacker domain.
Also, roaming or third-party services may be supported which means the sources of VoIP traffic within each domain are not necessarily known in advance.
5.3.3
Network assumptions

We assume domain A is one of the possible non-IMS sending domains and domain B is an IMS compliant receiving domain.

We consider the following network hypothesis for domain B:

· There is at least one inbound proxy in domain B to serve non-IMS interconnections. In the rest of the document, each inbound proxy in domain B is comparable to a modified I-CSCF function. This modified I-CSCF function is noted OI-CSCF to indicate it serves "open" interconnections as opposed to regular IMS interconnections.

· Each OI-CSCF function in domain B has a public network address meaning it can be reached from any network entity connected to Internet.

· At least one OI-CSCF function of domain B is announced in DNS or by an equivalent Internet service.

· IMS UE in domain B can not receive any incoming call originating from non-IMS domain without previous control of the call by the OI-CSCF function.

We consider the following network hypothesis for domain A:

· There is at least one outbound proxy in domain A that is responsible for call routing and control. In particular, this outbound proxy applies all the possible measures to avoid UC being generated by UE inside domain A (excepted of course if domain A is malicious).

· At least one outbound proxy in domain A is announced in DNS or by an equivalent Internet service.

· UE in domain A can not initiate calls to domain B without the call being allowed by one of the domain A outbound proxy.

· In roaming situations, or for particular services, the sending entity may not be in domain A. This means the sending entity has a network address in a network not belonging to domain A although this entity may be connected to domain A outbound proxy through Internet.

The above network assumptions are illustrated by the following figure. The UE identities are supposed to be SIP_URI. As a general network hypothesis, we assume the SIP transport is UDP.
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Figure X: Non-IMS interconnection network architecture
5.3.4
Security assumptions

In non-IMS interconnection, we assume there is no a priori security association (for example a shared secret) between domain A and domain B. This assumption is the simplest one, but it does not guarantee integrity of messages exchanged between domain A and domain B. Therefore, we need to distinguish the two possible cases:

· Case 1: no security association between domain A and domain B. In this case, integrity and confidentiality of messages exchanged between A and B are not assured. Also, information asserted by outbound proxy in domain A (such as P-Asserted-Identity) is not relevant because it may have been modified by attacker.

· Case 2: a shared secret is exchanged along time between domain A and domain B; the way it is established is outside the scope of this document. In this case, secure interconnection may be set up on a technical basis, using standards such as IPsec to ensure integrity and confidentiality of messages exchanged between A and B. Such solution may be valuable between domains exchanging large amounts of traffic.
5.3.5
High risk specific threats

All the threats already identified in the document apply to this non-IMS interconnection scenario (see annex B). But the inter-connection with domains that are not under control of any telecommunication operator will have impact on the likelihood and volume of some specific threats of UC:
· DoS threat introduced by the network reachability, through Internet, of interconnection function (OI-CSCF).

· Forged sender identity.

· Forged network information, meaning spoofed IP source address. This threat is relevant only with connection-less transport protocol like UDP.

· Visible inter-working points from a network perspective and associated DoS threat.

· Forged domain identity, meaning attacker registers a domain with a name looking like a legitimate domain name.

· Attacker versatility: analysis of e-mail SPAM campaigns showed that spammers where able to change dynamically, at very fast period (around a couple of minutes), the spam sources, proxies or reflectors and also the domain names used for spamming (several hundreds of domain names used during a single SPAM campaign of a couple of days). This versatility is based on very skilled obfuscating techniques rendering the trace-back of SPAM sources very difficult.

It is very important to mitigate the forged sender identity, network spoofing and also the attacker versatility threats which seem to be often under-estimated in the state of the art. Any complete solution for protection against unsolicited communication in IMS network should be able to protect IMS network operator and IMS users against these specific threats in an efficient manner.

******************** End of 2nd change ********************
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Annex B: analsys of
UC protection mechanisms for non-IMS interconnection

This annex lists and analyses the main protection mechanisms applicable to UC protection for the specific non-IMS interconnection scenario. This annex should be considered as complementary to the analysis already provided in section 7 for the IMS general case although it refers to some similar mechanisms.

There are basically two kinds of solutions: non-technical and technical ones. The first category includes: legal or regulatory measures (state dependent), financial measures (call charging, penalties in case of UC), service level agreements (SLA) between operators and also SLA between service provider and customers. The non-technical solutions may be extremely efficient and possibly even more than the technical ones. Unfortunately since non-IMS interconnection is not based on previous legal or contractual agreement, non-technical solutions seem difficult to apply to this scenario.

As a consequence, we will focus in the rest of this section on technical solutions which can be themselves divided into several categories. Before browsing these categories we should assert that there is no single solution, but instead a necessary combination of several measures. The chosen combination necessarily depends on regulatory environment, service objectives (there may be significant differences between residential and professional services) and should also follow the (constant) improvements in attacker techniques.

The following categories of technical solutions are identified:

B.1
Solutions based on sender identity

Several solutions standardized in IMS and analyzed in section 7.4 under the "use of IMS supplementary services" approach may be very efficient to prevent/block UC. These solutions include white lists, black lists, anonymous call rejection, closed user groups and call diversion on originating identity. 

Unfortunately these solutions are efficient only if the sender identity is authenticated which is a big challenge in non-IMS interconnection scenario. On the other hand, when the sender identity is not authenticated, these measures may generate unwanted side-effects such as blacklisting a legitimate user. 

These measures can also be adapted to the identity of the sending domain (i.e the domain name), which offers another level of granularity.

B.2
Call analysis and UC identification

Several mechanisms try to rate incoming calls in order to filter the call or help the callee decide if he should answer it; these mechanisms are already presented in section 7.3 under the "IMR-Based" approach. Some of them are automatic whereas others are manual and require caller or callee intervention. Rating criteria include sender identity (or domain) reputation, call pattern matching, challenges. Some additional comments are provided below in addition to the analysis in section 7.3.
Assuming UC is sent in "bulk" by computers, call pattern analysis on the media try to find a given "voice" pattern, previously identified as UC, in the incoming call. This technique is very close to content filtering in e-mail and presents the same advantages/drawbacks. By the way, the processing time may be significantly increased in VoIP. Call pattern analysis on the signalling may be much easier but needs to be constantly adapted to attacker obfuscating techniques.

Challenges mechanisms are used to differentiate human from computers assuming a computer call is more likely to be UC than a human call. These techniques have been used for a long time in web services (CAPTCHA) and have shown several drawbacks: annoying for legitimate callers, not applicable to some (legitimate) people, often solved by low cost labor or broken by hackers [X2]. Alternative solutions are based on challenge computation by the calling endpoint, which do not require human involvement and is intended to increase the call cost for spitter. Unfortunately, choosing the right challenge level is hard and may rule out legitimate endpoint without sufficient UC or memory. By the way, using challenges may break automatic legitimate services which are used in the future to notify people of various events.

Considering the "UC report by callee" approach mentioned in section 7.3, it should be noted that this solution is efficient only if:

· The sending user/domain identity is authenticated whereas it can be exploited to build a negative user reputation.

· The reaction time is fast enough to mitigate "bulk" UC which may be predominant if we consider the learning from SPAM campaigns analysis.

· The sending domain is not an attacker domain whereas the attacker may switch to other identities after having sent the "bulk" UC.

As a conclusion it seems that these techniques are relevant when the sending domain is legitimate but not when the UC originate from an attacker domain which may change rapidly along time. Also even when the UC originates from a corrupted account in a legitimate domain, the attacker may switch to another account as soon as the first one is blocked by the operator. This phenomenon is largely seen with WebMail accounts used to generate SPAM.

B.3
Network solutions

Several techniques fall into this category. Once again, these solutions are not exclusive and may or shall be combined with other measures:

1) Rate limiting: this may be applied at the ingress interconnection/peering points (or in the subscriber access network) to filter large amounts of VoIP traffic coming from a specific source or sub-network. As potential drawbacks, the "right" threshold may be hard to set, legitimate traffic may be affected and also back-side effects may appear if the attacker is using spoofed source addresses with UDP transport.

2) Source checking: this technique has been proposed for fighting SPAM in e-mail context [X3]. SPF consists in checking that the e-mail originates from a network source belonging to the supposed sending domain. This requires that the sending domain identifies and declares all its outbound proxys which may be a costly and tricky task for large organizations. By the way, this check is efficient for connection-oriented protocols (such as SMTP) but may become useless for VoIP over UDP because of possible source address spoofing.

3) IPSec: this set of standards offers a very secure solution, at the network level, with both data integrity, confidentiality and source checking. On the other hand, it may have some scalability limitations when a large number of VoIP domains need to be interconnected. Also it seems best suited for interconnection where a large volume of traffic is exchanged whether than for "sporadic" calls.

4) TLS: this set of standards also offers a very secure solution, at the transport level, with the same features as IPSec except it operates on a per-hop basis. As for IPSec, TLS seems best suited for "permanent" interconnection between domains rather than for "sporadic" calls.

B.4
Applicative solutions
Several techniques fall into this category; once again this list is not meant to be exhaustive:

1) SIP Identity: this protocol [X1] enables the sending domain to add a digital signature to egress INVITE requests, this signature being verified by the receiving domain after having fetched the sender public key. The concept of this mechanism is very similar to the DKIM protocol [X4] specified for e-mail. In addition to the concerns raised by IETF [X5], this protocol requires public-key management and may expose the receiving proxy to DoS threat because it is much more resource consuming to verify a signature (asymmetric cryptography) than for the attacker to forge a wrong signature. The DoS threat associated to this protocol seems to be under-estimated in the literature. As for DKIM, this class of protocol usually requires much more processing on the receiving side to check message validity or sender policy, than on the attacker side to create spoofed messages.

2) Consent based [X6]: assuming sender identity is authenticated and a white list management system is enforced, the question arises of how a new caller may have a chance to reach the callee and eventually enter the white list. The proposed solution is some kind of notification process for the first call between a caller and a callee. The notification may be achieved in various ways, especially by using SIP event packages.

3) Token mechanism [X7]: the token is added in the SIP header Via field and is used by the receiver to verify that the sender request has not been spoofed at the network level (in case of UDP transport). More generally, several mechanisms based on the concept of token, cookie or ticket can be found in the state of the art and they have the common characteristics that a receiving entity issues a token/cookie/ticket that the sender must present to access the service. Whithin 3GPP, in TR 33.828 [X10], such mechanisms (TBS, Otway-Rees based key management) are proposed in order to protect the media path, although they do operate at the signalling level.

******************** End of 3rd change (new text, no revision mark) ********************
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7.5
UC protection framework for non-IMS interconnection

7.5.1
Objectives

Based on the assumptions provided in section 5.3 and on the analysis of existing protection mechanisms given in AnnexB, the framework shall meet the following objectives:

· Focus on non-IMS interconnection and address the main threats identified in this scenario:

· Forged sender/domain identity threat.

· Forged network information threat (IP spoofing with UDP transport).

· Attacker versatility threat.

· DoS threat on OI-CSCF functions in the receiving domain.

· Enable secure VoIP exchanges at least at the signalling level and if possible at the media level also.

· Support the roaming scenario where the sender is in a visited network.

· Be scalable to a large number of interconnected domains.

· Do not require extensive use of asymmetrical cryptography (such as in [X1]) because of the CPU burden put on the receiving domain for checking.

· Support sporadic communications between domains, meaning it is not required to maintain permanent connections between each pair of domains.

· Use as far as possible existing mechanisms or standards to reduce implementation complexity.

7.5.2
Assumptions

The main assumptions are described in sub-sections 5.3.3 and 5.3.4 with the following additions:

· The OI-CSCF function in domain B is responsible for allowing (or blocking) the incoming calls from non-IMS domains but the server supporting the OI-CSCF does not necessarily handle the call itself (i.e. processing of the INVITE request and subsequent signalling messages).

· There may exist in domain B one or several servers supporting the P-CSCF/S-CSCF functions to which are directed the calls allowed by the OI-CSCF function. These servers may be distinct or not from the servers supporting the OI-CSCF function.

· In domain A there may be other proxies or entities involved in call routing. These proxies are different from the outbound proxy in that there are not responsible for authorizing outside calls and they do not need to be registered in DNS or equivalent Internet service.

· In case of roaming scenario, the above proxys may be located in the visited domain.

· For simplicity purpose VoIP calls are supposed to be uni-directional; they always originate from network A and targeted to network B.

· Two cases shall be distinguished for security assumptions : 

· There is no shared secret between domain A and domain B (case SA).

· A shared secret has been established between domain A and domain B (case SB).

The above assumptions are relevant when domain A is a legitimate domain willing to interconnect with domain B. If domain A is an attacker domain, some assumptions shall deliberately not be met, but the proposed framework shall still protect domain B.

The general architecture is illustrated by the following figure:
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Figure X: Non-IMS interconnection general architecture
7.5.3
Basic principles

The proposed interconnection and protection framework operates as follows:

1) Authorization phase in the sending domain: the sending UE triggers an authentication/authorization phase with the outbound proxy in domain A. This phase may be triggered by the UE itself or by a proxy in domain A or in the visited network receiving the INVITE request from the UE. If the outbound proxy authorizes the call it shall create a token/ticket called "ticketA" to contact domain B.

2) Notification phase: this phase is comparable to a "Hello" procedure between domain A and domain B where domain B is notified of the forthcoming call. During this phase, domain B performs some kind of return routability check to verify that network information is valid and also that sender identity is asserted by domain A. The notification phase is handled differently depending on whether a shared secret is available or not between domains A and B (see below). The notification phase is initiated when a notification messages containing "ticketA" is sent from domain A to domain B; this notification message may be sent by the UE itself or by a proxy serving the UE. On the one hand, the notification phase requires more signalling than sending directly an INVITE request, but on the other hand it provides the following benefits:

· Notification request is lighter to proceed (from a CPU perspective) than INVITE request. By the way, notification processing is designed to be stateless for OI-CSCF in domain B. Since a forged notification request would have less impact for domain B than a forged INVITE request, the main benefit is actually to protect domain B.

· Notification request does not lead to reservation or opening of media ports as it may be the case for an INVITE request with SDP payload.

· Notification phase may be used by domain B to pass some challenge to be solved by sending UE or sending proxy in domain A.

· Notification phase may be used to exchange keying material between domains to establish secure signalling or media sessions. From this perspective, this phase is comparable to the initial KMS exchange described in TR 33.828 [X8].

· Notification phase may be used to perform pro-active routing by domain B in order to direct the INVITE request to the most appropriate function or equipment.

· The notification phase sets a barrier between the sender and the receiving UE and SPAM campaigns analysis have shown that most of the time the spammer does not retry when the sending is not straight-forward.

3) Authorization phase in the receiving domain: if the notification phase is successfully passed, the OI-CSCF function in domain B decides whether or not it authorizes the incoming call. The decision may be based on white or black list information, user preferences (e.g. no calls allowed after 10pm), sender or sending domain reputation… The decision may be to reject the call, direct the call to a mailbox or to a SPIT analysis system or eventually accept the call. In other words, this phase relies on mechanisms already described in sections 7.2 and 7.3.

4) Token distribution: if the call is being allowed by domain B, the OI-CSCF function generates a token for this specific call and passes it to domain A. The token may be either passed explicitly or implicitly through some kind of parameter enabling domain A to derive the actual token from some shared information with domain B. The OI-CSCF function in domain B also passes the token to the function in domain B which is intended to receive the corresponding INVITE request. So does the outbound proxy in domain A with the proxy sending the INVITE request.

5) INVITE request processing: the sending UE, or a proxy acting on behalf of the UE (in domain A or in the visited network), sends the INVITE request with the appropriate token to the network function in domain B designated during the notification phase. When receiving the INVITE request, this function checks that the INVITE request has a valid token and that the INVITE matches the parameters previously notified (especially sender and receiver identities).

7.5.4
Detailed principles

We distinguish two sub-cases for the detailed principles:

· There is no shared secret between domain A and domain B (cf. section 7.5.4.1).

· A shared secret is established between domain A and domain B (cf. section 7.5.4.2).

These two sub-cases have some common characteristics:

· Step 1 (authorization phase in the sending domain) should reuse authentication mechanisms already defined in 3GPP (IMS-AKA, NASS-bundled…) or in IETF (HTTP Digest, SRP…). During this phase, the sending UE may be challenged by the outbound proxy in domain A, or by any other entity responsible for authentication in domain A, to provide credentials for the claimed user identity. During this phase, a secure network connection may be established between the sending UE and a proxy in domain A.

· The architecture presented for illustration in the two sub-cases below assumes a second proxy in addition to the outbound proxy. This additional proxy may belong either to domain A or to a visited network. The principles detailed below are the same when this additional proxy is not used.

· Similarly we assume the OI-CSCF function and the P/S-CSCF function in domain B are supported by different entities but the principles detailed below are the same when these functions are merged.

· During the notification phase (step 2), the receiving domain B sends back challenge or parameters to domain A but for security reasons, these network messages are addressed to only the "stable" outbound proxy of domain A. This means that during a preliminary phase, domain A has to announce its outbound proxys to domain B, or domain B has to discover them (for example with DNS service). Once the domain A outbound proxys are discovered by domain B, they are locked in the domain B database as the stable and responsible proxys for domain A. Domain A is not allowed to modify them very often whereas it denotes that domain A may be an attacker domain. As stated previously, domain A needs to announce at least one outbound (stable) proxy. Several outbound proxys may be announced for redundancy reasons, but domain B is free not to register all of them. The other proxys used within domain A or within the visited network do not need to be announced.

7.5.4.1
No shared secret between domain A and domain B

The proposed protocol exchange is shown below:
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Figure X: Protocol exchange when no shared secret is available between domains
At the end of step 1 (authorization/authentication phase), the outbound proxy in domain A creates a ticket (Ticket A) which contains basically the following information:

· A ticket identifier (random number) for domain A.

· The sender public identity (SIP URI).

· The receiver/recipient public identity (SIP URI).

· Additive information from the INVITE request.

· A timestamp for replay protection.

· The issuer of the ticket (outbound proxy identity or transport address).

· The transmitter of the ticket. That means the identity or the transport address of the entity in charge of transmitting the ticket and subsequently the INVITE request. Depending on the architecture, the transmitting entity may be the UE itself, the outbound proxy or an (intermediary) proxy in domain A or in the visited network C.

· The identity or the transport address of the target OI-CSCF function.

· A MAC (Message Authentication Code) used for ticket integrity protection. This MAC is calculated with a secret key owned by the outbound proxy.

Because of the MAC code inserted in the ticket, the outbound proxy does not need to keep track of the transaction. This means the transaction is stateless for outbound proxy in domain A.

During the notification phase (step 2), the ticket A is sent by the transmitting entity to the target OI-CSCF function in domain B. Upon reception of the NOT request, the OI-CSCF function performs some basic checks on the sender, receiver, issuer and timestamp fields and returns a NOT-ACK message to the claimed sending domain. The NOT-ACK message is composed of the ticket as received from domain A and of a second part inserted by domain B. The ticket B part contains basically the following information:

· A ticket identifier for domain B.

· A timestamp for replay protection.

· A MAC used for ticket integrity protection. This MAC is calculated over the whole ticket A+B information with a secret key owned by the OI-CSCF function.

Because of the MAC code, the OI-CSCF function does not need to keep track of the transaction (stateless process). Both the ticket A and the ticket B parts are inserted in the NOT-ACK message. This message is sent to the entity identified by the issuer field of ticket A and this entity shall belong to the set of (stable) outbound proxys registered for domain A.

When receiving a NOT-ACK message, the outbound proxy in domain A verifies the ticket A validity by checking the identifier and the MAC fields he has previously inserted. If ticket A is valid, the NOT-ACK message is forwarded to the entity identified by the "transmitter" field of the ticket. Afterwards the outbound proxy is no longer involved in the transaction.

Upon reception of a NOT-ACK message, the transmitting entity checks the identifier field contained in ticket A and if it is valid, the transmitting entity forwards the ticket A+B information to the target OI-CSCF function through a NOT-CONF message. The whole exchange of NOT, NOT-ACK and NOT-CONF messages is similar to the Syn-Cookie mechanism used in SCTP protocol except it is done here in a triangular way.

When receiving a NOT-CONF message, the OI-CSCF function checks the ticket A+B validity by verifiying the identifier and the MAC fields contained in ticket B. If the NOT-CONF message is valid, step 3 (authorization phase in the receiving domain) is entered.

At step 3, the receiving domain checks if the receiver is willing to accept the call. As explained previously, this step should rely on mechanisms already proposed in sections 7.2 and 7.3 such as: white or black list information, user preferences (e.g. no calls allowed after 10pm), sender or sending domain reputation… At the end of step 3, the decision may be to reject the call, direct the call to a mailbox or to a SPIT analysis system or eventually accept the call. If the call is accepted, step 4 (token distribution) is entered.

At step 4, the OI-CSCF function generates a token and sends it both to the S/P-CSCF function in domain B and to the transmitter entity in domain A through an ACCEPT-Call message. The ACCEPT-Call message also includes information related to ticket A+B so it can easily be identified by domain A. At step 5, the INVITE request is sent along with the corresponding token and it is eventually reaches the receiving UE.

7.5.4.2
A shared secret is established between domain A and domain B

The proposed protocol exchange is shown below:[image: image5.emf]Domain B
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Figure 2: Protocol exchange when a shared secret is available between domains
Step 1 is the same as in the previous case (cf. §0) and results in ticket A creation by the outbound proxy in domain A. The main difference here is that the MAC field in ticket A is calculated with the secret key KAB shared between domain A and domain B.

In step 2 (notification phase), ticket A is sent by domain A to domain B through a NOT request. The NOT request shall be sent by the outbound proxy or optionally by another transmitter entity (proxy or sending UE). When receiving a NOT request, the OI-CSCF function in domain B does not need to go through a NOT-ACK/NOT-CONF check because it has the guaranty that ticket A is asserted by domain A. The behaviour of OI-CSCF in this architecture is close to the one of the KMS function from the TBS approach decribed in TR33.828 [X8].

Step 3 is the same as in the previous case (cf. §0) and if the call is accepted the OI-CSCF function generates a token at step 4 that is transmitted both to the S/P-CSCF function and to the outbound proxy in domain A. This time the ACCEPT-Call message is integrity protected with a MAC code based on KAB secret and the token may be confidentiality protected. Alternatively, the encrypted token value is replaced by a clear parameter which is combined with the secret information shared between domains to compute the actual token.

******************** End of 4th change (new text, no revision mark) ********************
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