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1	Decision/action requested
This pCR proposes to add a KI on Security for Direct AI/ML based Positioning
2	References
[x] 	3GPP TR 23.700-84
[y] 	3GPP TR 38.843
3	Rationale
It is proposed to add a KI on Security for Direct AI/ML based Positioning.
4	Detailed proposal
********* Begin 1st change*********
[bookmark: _Toc145061444][bookmark: _Toc145061647][bookmark: _Toc145074908][bookmark: _Toc145075112][bookmark: _Toc145074666][bookmark: _Toc29420][bookmark: _Toc48930863][bookmark: _Toc95076612][bookmark: _Toc106618431][bookmark: _Toc513475447][bookmark: _Toc49376112][bookmark: _Toc56501565]5.X	Key Issue #X: Security for Direct AI/ML based Positioning
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As per KI#1 in SA2 AIML TR 23.700-84[x] studies the enhancements to LCS to support Direct AI/ML based Positioning for case 2b, 3b as defined in TR 38.843 [y]. The potential enhancement for data collection with objective to train AI/ML models, model training, model delivery and model inference will be considered and further investigated. The input data with objective to train AI/ML models for Direct AI/ML based Positioning include the measurement data from UE or RAN, and the PRU measurement data to generate ground-truth label, etc. The collected and trained data such as UE ID, location related information etc are considered user privacy sensitive. The trained model will be delivered to the model consumer, provided that the entity responsible for training the model and the consumer are distinct. Only authorized entity should be able to access the trained model and only after the trained model has been sent over securely. Eventually when the model consumer uses the trained model to perform inference and derive UE position, the result can only be exposed to the authorized Direct AI/ML based Positioning service consumer. 
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[bookmark: _Hlk162630718]Without proper privacy protection mechanism, the UE's privacy information in training data may be leaked resulting in loss of user privacy. 
If the entity that trains the model and the consumer are different, the absence of a proper protection mechanism or failure to secure the trained model’s transmission can lead to vulnerabilities for attacks, such as data fabrication, data modification, or eavesdropping. Consequently, this may result in the incorrect inference, or worse, loss of assets (e.g., training model, training data, UE privacy data, etc.) belonging to the model training entity.
[bookmark: OLE_LINK1]If an unauthorized consumer entity accesses the Direct AI/ML based Positioning service for a particular UE or UEs, the privacy of the involved UEs can be leaked resulting in tracking or tracing of the UEs.
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[bookmark: _Hlk162624572]The 5G system shall support the protection of user privacy related information being exposed to the model training entity if any.
If the training entity and the model consumer are different, the 5G system shall support authorization of model consumer to secure access the trained AI/ML model for Direct AI/ML based Positioning.
The 5G system shall support authorization of Direct AI/ML based Positioning service exposure.
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