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1	Overall description
[bookmark: _Hlk69931360]SA3 has received an LS from SA5 (S5-234776) on Security for AI ML management capabilities. 
As stated in LS S5-234776, the TR 28.908 (see attachment) has elaborated the following areas:
· Management Capabilities for ML training phase
· Management Capabilities for AI/ML inference phase
· Common management capabilities for ML training and AI/ML inference phase
This study is concluded and planned to be taken up for normative work in SA5 Rel-19.

This discussion paper presents some relevant details from TR 28.908, which should be studied by SA3 in Rel-19.

Specifically, clause 5.3 of TR 28.908 elaborates “Common management capabilities for ML training and AI/ML inference phase”. Under this clause, 5.3.1 explains "Trustworthy Machine Learning". The purpose of AI/ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair and robust. The categories considered in this TR under the umbrella of Trustworthy Machine Learning are:
· Explainable Machine Learning
· Fair Machine Learning
· Robust Machine Learning

From SA3 perspective, privacy aspects of ML are not yet considered in this study which was done by SA5.

Robustness in machine learning refers to the process of handling various forms of errors/corruptions in machine learning models as well as changes in the underlying data distribution in an automatic way. Specifically, from security point of view, Robustness of ML needs to be studied. Considering various kinds of known attacks on AI/ML it is important to assess the robustness in ML from the perspective of ability to handle or counter these known attacks. Data poisoning attacks, evasion attacks, model inversion attacks, model stealing/extraction attacks, resource exhaustion attacks, inference attacks, backdoor attacks and trojan attacks are a few well known attacks described in various literature published in technical forums related to AI/ML security. 

Clause 5.3.1.2.1 elaborates AI/ML trustworthiness indicators, which includes Robustness-related indicators. Also, clause 5.3.1.2.2 talks about AI/ML data trustworthiness which is relevant from data poisoning or evasion attacks point of view. However, not all kinds of attacks are considered in various phases of ML pipeline.


2	Conclusions and proposals
Conclusion: It is important from SA3 point of view to study the security and privacy aspects which should be considered for evaluation of trustworthiness of AI/ML. Based on study from SA3, relevant inputs for enhancements of trustworthiness indicators can be given to SA5.
Proposal: SA3 should study the security and privacy related impacts of various attacks on AI/ML on the trustworthiness indicators proposed in SA5 TR 28.908, and provide inputs to SA5 to further enhance their specifications. Accordingly, SA3 should respond to the LS stating that such a study will be done in Rel-19.
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