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Rationale

Different types of data poisoning attacks are known. Gradient-based poisoning attacks can be considered as white-box attacks, where attacker needs to know the details of the ML algorithm/models for given use-case. Another kind of attacks knowns as transferability-based poisoning attacks can be executed by a black-box attacker as long as the adversary knows the general task and data properties. Publications in [X], [Y], and [Z] describe such black-box attacks for SVMs, regression learning and deep-learning algorithms.
For the ongoing study in [1], the use-cases considered are Network Energy Saving, Load Balancing and Mobility Optimization. The details of inputs required for these use-cases are described in [2]. By virtue of such documentation in 3GPP, an adversary can easily find out which input data would impact which AI/ML use-case. If a black-box attacker uses a compromised UE, or, a bot which intentionally sends poisoned data, it can easily manipulate the training and inferences of the AI/ML models being used for these network optimization use-cases.

For example, clause 5.1.2.3 in [2] lists the inputs of AI/ML-based Network Energy Saving. In this clause, the input information consumed from UE includes UE location information and UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc). So, the adversary is well aware of what information needs to be poisoned to impact the AI/ML models of this use-case. If an adversary has a compromised UE, which provides manipulated UE location information and measurement reports, it can negatively impact the predictions made by AI/ML models. 

Authors in [A] have described training data filtering as one of the countermeasures against data poisoning attacks. This technology focuses on the control of the training data, using detection methods and data sanitization to prevent the system from being attacked.
This solution proposal considers training data filtering based countermeasures against black-box datapoisoning attacks.
4
Detailed proposal

******************** Start of Changes ************************************************************
6.X
Solution #X: Solution for robustness of the RAN AI/ML framework against data poisoning attacks
6.X.1
Introduction 

This solution proposal is for key issue#2. Here, an independent AI/ML Input Data Quality Assessment and Santitzation Function is proposed, which can statistically evaluate the input data and provide labelled inputs to pre-processing steps of ML applications.

6.X.2
Solution details

This solution proposes statistical assessment of input data consumed by AI/ML. This step can be performed for all the input data used for training as well as inferences. During training phase, historic data is consumed by AI/ML and, during inference phase, live data from the network is consumed.


[image: image2.png]Training, | [~~~ "7 77 ~
—————————— \

Testing, \I |

Inference < L

Data

AI/ML Input Data Statistical
Quality and Security
Assessment function

——ided
Pre- ] be\\"—aw
processor coob!
patd

ML Model
AI/ML Input Data
Health and
Security Report





Figure 1: Input data statistical quality assessment

Figure 1 illustrates a system level view of the proposed solution. The AI/ML input data statistical quality assessment function performs the following:

· Statistically analyses the input data. This input data can be for training or inferences.
· This statistical analysis can compute various metrics to identify deviations in the first-order and second-order statistics of the data from the source.

· Analysis of such deviations can indicate potentially disruptive changes in data, which can significantly impact the performance of AI/ML.
· Uses the outcome of statistical analysis of input data to decide a label for the source of input data.

· This labelling can also be done using the knowledge of statistical analysis from historic input data.

· Gives GOOD/BAD labelled data to the pre-processor used during model training as well as inference derivation phases.

· Generates an AI/ML Input data health and security report.

· Historic data can also be used to detect potential attackers manipulating the input data.

6.X.3

System impact

An independent function can be implemented to assess the health and security of input data consumed by AIML based applications. Also, AIML input data health and security report can be used by operator or an automation function to take risk mitigation steps at system level.
If AIML model is getting trained in RAN node, then RAN node is impacted with this solution.
If AIML model is getting trained in OAM, then OAM is impacted with this solution.
AIML pre-processor is impacted with this solution because it needs to expose an interface to accept the labelled inputs from input data health and security assessment function.
This solution has no impacts on any other network entities or interfaces and can be contained within the network function where AIML model is implemented.
6.X.4
Evaluation

The AI/ML input data statistical quality assessment function can be implemented independently. The pre-processing of ML applications needs to be able to use the labels provided by this function and decide to discard bad input data, which may be coming from compromised data sources. This function can be implemented in any RAN or OAM node where AI/ML applications are implemented.

This solution caters to the requirements of detecting bad/poisoned input data as well as ensuring that such data is not consumed by AI/ML for training as well as inferences.

Editor’s Note: How this function can help distinguish between data corruption due to problems in the network (like software bugs) and intentional data poisoning attacks is FFS.
************************** End of Changes *******************************************************
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