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Decision/action requested

Request for approval of the updates proposed.
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Rationale

Different types of data poisoning attacks are known. Gradient-based poisoning attacks can be considered as white-box attacks, where attacker needs to know the details of the ML algorithm/models for given use-case. Another kind of attacks knowns as transferability-based poisoning attacks can be executed by a black-box attacker as long as the adversary knows the general task and data properties. Publications in [X], [Y], and [Z] describe such black-box attacks for SVMs, regression learning and deep-learning algorithms.
Transferability-based attacks (black-box): Attacks in which an adversary aims to acquire a specific ability of a given attack in the context of a particular ML model and use it effectively against another potentially unknown model. Query-based attacks (black-box): Attacks in which an adversary aims to use query access to a given victim ML model to exploit a threat vector and use it against the victim model.
For the ongoing study in [1], the use-cases considered are Network Energy Saving, Load Balancing and Mobility Optimization. The details of inputs required for these use-cases are described in [2]. By virtue of such documentation in 3GPP, an adversary can easily find out which input data would impact which AI/ML use-case. If a black-box attacker uses a compromised UE, or, a bot which intentionally sends poisoned data, it can easily manipulate the training and inferences of the AI/ML models being used for these network optimization use-cases.

For example, clause 5.1.2.3 in [2] lists the inputs of AI/ML-based Network Energy Saving. In this clause, the input information consumed from UE includes UE location information and UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc). So, the adversary is well aware of what information needs to be poisoned to impact the AI/ML models of this use-case. If an adversary has a compromised UE, which provides manipulated UE location information and measurement reports, it can negatively impact the predictions made by AI/ML models. 

A malicious actor having a compromised UE or a compromised/Fake BTS can intentionally inject bad data for consumption of RAN AI/ML. For example in [2], predictive load balancing is considered as one of the use-cases. Inaccurate predictions of cell congestions can lead to load balancing actions which can degrade the network performance in terms of higher call drops, intermittent coverage holes, etc.. Similar are the cases where a UE (wrongly) reports optimal throughput over its current RF conditions or otherwise wrongly reporting non-optimal throughput over its current RF conditions.
4
Detailed proposal

******************** Start of Changes ************************************************************
5.2.3
Potential security requirements


NOTE:
The effect of data poisoning can be different for different ML algorithm/model for the use cases considered in the Technical Report. There could be multiple ML algorithms/models for one specific use case. However, no model is robust against black-box data poisoning attacks. Such attacks are not model-specific because these attacks target the input data and not the ML models. Hence, generic detection and mitigation steps should be identified to protect the system from such black-box data poisoning attacks.  
5G System shall be able to detect sources of bad/poisoned data consumed by RAN AI/ML models for training and inferences.

5G System shall be able to ensure that bad/poisoned data is not consumed by RAN AI/ML models for training and inferences.
************************** End of Changes *******************************************************
