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1
Decision/action requested

It is proposed to agree to the proposed key issue for TR 33.877.
2
References

[1]
3GPP TR 37.817: "Study on enhancement for data collection for NR and ENDC".
[2]
3GPP TS 38.423: "NG-RAN; Xn Application Protocol (XnAP)".

[3]
3GPP TR 33.877: "Study on the security aspects of Artificial Intelligence (AI)/Machine Learning (ML) for the NG-RAN".

3
Rationale

RAN3 has started specifying the RAN AI/ML framework proposed in TR 37.817 [1] with several discussions and a few change requests to TS 38.423 [2] but the RAN3 work is not completed yet. 

Objective #3 for the SA3 study [3] focuses on the robustness of the RAN AI/ML framework for NGRAN in the face of AI/ML adversaries related to data poisoning.
This contribution proposes a key issue on the robustness of the RAN AI/ML framework with respect to data poisoning. The effect of data poisoning depends on the ML algorithm/model for the use cases considered in the Technical Report. There could be multiple ML algorithms/models for one specific use case. Hence countermeasures to such attacks that affect the integrity of the ML model are potentially left to the implementation. It is FFS to assess the impact of a black box attack on the RAN AI/ML framework due to a lack of knowledge of an adversary concerning the ML algorithm in use in a particular scenario.
Therefore, it is proposed that no requirement is added to the key issue. 

4
Detailed proposal

***BEGIN CHANGES ***
5.X
Key Issue #X: Robustness of the RAN AI/ML framework against data poisoning attacks
5.X.1
Key issue details

The RAN AI/ML framework studied in TR 37.817 [2] and specified in RAN specifications (e.g., TS 38.423 [3]) includes several network entities exchanging AI/ML related information for the purposes of data collection, data inference, output and feedback. These network entities are UEs, RAN nodes and potentially OAM nodes depending on the architecture. 

The input data from UEs and RAN nodes are used to train AI/ML models which are in turn used to generate inferred data and actions on the behaviour of the RAN. As a result, there is a potential information path from an adversary to network entities. Moreover, specifically since the RAN AI/ML framework includes the realization of three use cases (Energy Saving. Load Balancing, Mobility Optimization) an attacker has a potential control knob to affect the energy consumption of a network, the load distribution across the network and mobility performance. 

The AI/ML model or algorithm is out of scope of 3GPP, only the inputs, outputs, inferred data and feedback information is standardized and the types of data provided by the UE and RAN node, assuming an attacker can eavesdrop (and deduce the type of data) is generic and based on existing specifications. Therefore, an attacker does not have any knowledge of the use case or cases that the network has decided to support. As a result, the adversary operates with the black box assumption with respect to data poisoning. In other words, the adversary does not have the knowledge of the specific use case, the specific AI/ML algorithm used in each use case and the adversary may not have any information on the effectiveness of its attacks, i.e., there may not be a way for the attacker to estimate the level of success of the attacks. 
5.X.2
Security threats

The RAN AI/ML framework uses input and inference data from network entities, some of which may be under the control of adversaries which could disrupt the AI/ML model and potentially cause network outages (availability attacks), denial of service and poor performance (resource consumption) to the network depending on the use case. 

5.X.3
Potential security requirements

N/A
Editor's Note: The effect of data poisoning depends on the ML algorithm/model for the use cases considered in the Technical Report. There could be multiple ML algorithms/models for one specific use case. Hence countermeasures to such attacks that affect the integrity of the ML model are potentially left to the implementation. It is FFS to assess the impact of a black box attack on the RAN AI/ML framework due to a lack of knowledge of an adversary concerning the ML algorithm in use in a particular scenario.
*** END OF CHANGES ***

