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1
Decision/action requested

It is requested to approve the new KI on Trustworthiness of the UE and local data set in UE.
2
References

[X]

S3-221188 "New SID on Security and Privacy of AI/ML-based services and applications in 5G"
[Y]

3GPP TR 23700-80 "Study on 5G System Support for AI/ML-based Services"
3
Rationale
This contribution introduces a new KI in the SID on Security and Privacy of AI/ML-based services and applications in 5G. 
Objective #1 and 4 in SID S3-221188 [X] are defined as

1.  5G system assistance for the security management which requires data transmission support for application layer AI/ML operation over the 5G system.
4.   Secure provisioning of the external parameter required for AI/ML (e.g., expected UE activity behaviours, expected UE mobility, etc.)

3 types of AIML operations are defined in AIML study. In AIML operation type "Distributed/Federated Learning over 5G system" for each (or several) iteration(s) of the training process, the AIML server (AF) selects the UEs that can participate in the training process. Currently the selection of UEs is either random or based on various criteria such as computational resource availability in the UEs, power availability in the UEs, communication link quality to the UEs, etc., which directly impacts the trained AIML model performance (e.g., accuracy).  Various solutions for UE selection have been presented in SA2 AIML TR 23700-80[Y]. However, an important criterion of security is not considered while selecting the UE. If a UE is not behaving correctly or UE behavior is suspicious, then 5GC should take this into account while performing the UE selection. i.e., If a UE is showing abnormal behavior and if the AIML server selects those UE, then it may introduce vulnerabilities, by providing false/manipulated data into the AIML model.

When selecting UEs for AIML training, UE must be evaluated as a candidate to minimize potential security risk in the process of AIML. The management framework for the AI/ML infrastructure provides the capabilities to monitoring, evaluation, and UE selection decision making for the AI/ML request by the AS.  

4
Detailed proposal

**** START OF CHANGE ****
6.X
KI #X: Security criteria of UE selection for AIML
6.X.1
Key issue details
3 types of AIML operations are defined in AIML study. In AIML operation type "Distributed/Federated Learning over 5G system" for each (or several) iteration(s) of the training process, the AIML Aggregator (AF) selects the UEs that can participate in the training process. Currently the selection of UEs is either random or based on various criteria such as computational resource availability in the UEs, power availability in the UEs, communication link quality to the UEs, etc., which directly impacts the trained AIML model performance (e.g., accuracy).  Various solutions for UE selection have been presented in SA2 AIML TR 23700-80[Y]. However, an important criterion of security is not considered while selecting the UE. If a UE is not behaving correctly or UE behavior is suspicious, then 5GC should take this into account while performing the UE selection. i.e., If a UE is showing abnormal behavior and if the AIML server selects those UE, then it may introduce vulnerabilities, by providing false/manipulated data to the AIML model.

Secondly, if UE data is not available to perform the AIML operation, then this data insufficiency (e.g., robustness metrics, fairness metrics) of local datasets in the UEs should also be considered while selecting the UE for the AIML process.

Therefore, if such UEs participate in the training process, the trained AIML model performance is severely impacted.

6.X.2
Security threats
If the UEs participating in a AIML operation (i.e. training) are behaving suspiciously, the trained AIML model credibility may be severely impacted (for instance, by initiating a data poisoning attack).
6.X.3
Potential requirements
5GC should assist AIML operations for UE selection to minimize potential security risk. I.e, the UE that exhibits suspicious behaviour is not used for model training purposes . 

**** END OF CHANGE ****
