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1
Decision/action requested

Agree the changes in this pCR.
2
References

None
3
Rationale

Following a lack of meeting time available for R16 studies in late 2019, subsequent knock-on impacts of COVID to work progress in SA3 and work in wider standards bodies involved in NFV, TR 33.848 has made no progress since November 2019.
Over the subsequent 14 months, virtualisation technology has moved on (e.g. expanding use of containers rather than VMs). In addition, a number of the open areas in wider NFV standardisation have progressed outside 3GPP (e.g. standardisation of APIs and automation).

This pCR provides a set of updates to the current v0.5.0 baseline. The changes are in two broad groups;

a) Improvements to the scope description and terminology to align the document with a more container centric world and better describe in the scope the split between 3GPP and non-3GPP expected normative work which may follow. This was a repeated point of discussion in SA3 during 2019.
b) Provide a set of additional KI topics (with editors notes), summary tables and other placeholder so that the gaps can be addressed and the TR completed with R17.

This pCR provides the framework for other pCRs to complete the TR.
4
Detailed proposal

---------------------- Start of Changes -------------------------
1
Scope

The present document considers the consequences of virtualisation on 3GPP architectures, in order to identify threats and subsequent security requirements. 3GPP function security relies on the underlying implementation technology and physical environment being secure. In legacy deployments, physical rack security and separation implicitly provided underlying security. Many legacy physical security requirements were not formally documented in 3GPP standards and relied on proprietary domain knowledge by 3GPP operators and manufacturers. Legacy core network security models also assume that threats primarily apply at the edge of the function or network only, where the network or physical network functions are exposed by external interfaces.
To provide equivalent security in virtualised deployments, the underlying infrastructure needs to provide minimum security capabilities in a standardised form which can be requested and or consumed at the 3GPP layer. This is necessary since virtual functions need to co-exist in shared virtualisation environments and the legacy physical security models don’t address the new threat vectors introduced by virtualisation
While a number of the key issues identified in the present document may not necessarily fully be within the scope of 3GPP to resolve, in order to implement 3GPP functions securely it is necessary for 3GPP to set requirements that may be addressed outside 3GPP.

The present document identifies security requirements which need to be addressed outside of 3GPP in order for 3GPP to specify fully secure virtualised 3GPP functions. The present document identifies extensions to 3GPP security capabilities which are required to provide direct explicit security visibility of the underlying virtualised infrastructure platform at the 3GPP layer and extensions to 3GPP functions to make use of such capabilities.
The wider requirements captured within the present document are intended to allow outside groups such as ETSI or open-source groups to develop any necessary capabilities and fill identified standardisation gaps.
Identification of requirements for the standardisation of the overall security framework (e.g. top to bottom, 3GPP, NFVI, hardware, SDN) and minimum-security capabilities which should be used by a virtualised implementation to meet Critical National Infrastructure (CNI) or other regulatory requirements are outside the scope of the present document.  

Since there is no single approach to virtualisation, the security threats and risks will vary depending on the deployment use case and virtualisation technology choices. The present document considers both virtualisation threats and risks that apply to specific implementations (e.g., Virtual Machine or Container based) and more generic threat and risks that apply in all use cases.

---------------------- Start of Next Changes -------------------------

4.1
Introduction

In computing, virtualisation encompasses a number of different techniques to create a virtual, or software, version of a computing device.  Examples of devices and systems which may be virtualised include hardware platforms, memory, storage or a network.  The present document primarily addresses the security of Network Function Virtualisation (NFV) as defined by ETSI. However, the security threat, risks and mitigations are applicable to any other similar virtualisation approach.  In the context of a 3GPP network, NFV refers to the deployment of Network Functions (NFs) as software modules which run on off the shelf computing hardware.  This contrasts with the traditional deployment of 3GPP network components as specialised hardware devices.  Implementation of the 5G Service Based Architecture (SBA) relies on the use of NFV, among other technologies.
---------------------- Start of Next Changes -------------------------

5.8.1
Key issue detail

In all operating systems or virtual environments there are a number of memory management and control functions which are able to view or access all memory locations. These functions such as the kernel in desktop OSs control access to memory and are responsible for preventing applications from accessing each other’s memory spaces. In  VM based NFV environments, the hypervisor is responsible for administering each VM’s resources and isolating the VMs from each other.
In legacy hardware networks, manufacturers apply physical separation within the physical hardware to keep sensitive control plane sub-components within a 3GPP function (e.g., key material or billing data) away from lower security sub functions or other general user plane traffic handling sub functions. This may include having different administration domains (e.g., LI sub-functions are managed via different interfaces and have separated administration).

In a virtual environment while the hypervisor plays a role in preventing one VM from accessing the memory of another (except through declared VM shared memory locations), the hypervisor is also able to inspect any memory which is directly under hypervisor control. Such access to memory or other VM resources cannot be detected by VM or 3GPP security mechanisms. Encrypting memory provides some resistance but if the keys used to encrypt the memory are also under hypervisor control (including hypervisor resource controlled TPM / HSMs) then this does not prevent introspection. 

Editor’s Note: FFS whether TPM/HSSs term in KI#7 section 5.8.1 need to be generalised.

In addition to reading memory, the hypervisor is also in many cases able to write directly to memory, bypassing normal memory access controls and security within the VNF VM. This allows an attacker with access to the hypervisor to change data within a 3GPP function at run-time or indeed change the operation of the function itself.
Container based NFV environments are subject to similar memory introspection risks, with the container (or cluster) management engine providing similar functionality to the hypervisor in VM based implementations. KI#25 (see clause 5.26) addresses the issues and additional threats introduced by containers. 
---------------------- Start of Next Changes -------------------------

5.9.1
Key issue detail

In legacy hardware deployments,3GPP, GSMA or other testing schemes generally involve testing 3GPP functions as opaque boxes or pentesting them in isolation from other network functions. While it is possible to test virtual functions in this way, the level of assurance gained is different. Such stand-alone testing relies on the underlying virtualisation and hardware layers being 100% secure and that no future vulnerabilities are found in those underlying components.

Testing functions in isolation does not guarantee that when a VNF is instantiated on a different host virtualisation environment or is instantiated in a larger virtualisation environment containing multiple VNFs that a 3GPP function tested in isolation remains secure.

Isolation in testing refers to VNF to VNF isolation as well as platform to VNF isolation. In general, it means that the VNF is firstly tested on its own in a dedicated NFVI and then tested with other VNFs in a shared NFVI.
---------------------- Start of Next Changes -------------------------

5.26
Key Issue 25: Container Security

5.26.1
Key issue detail

Editor’s Note: Breakout failure mode and risks are different to Hypervisor VMs. VM security approach cannot be mapped 1 to 1 for containers.

Editor’s Note: Speed of instantiation, rate of change, lifespan and application of real time security policies different to slower changing VMs.

Editor’s Note: Shared Container Cache may expose sensitive functions similar to KI 5. 

5.26.2
Security threats

5.26.3
Potential security requirements

5.27
Key Issue 26: Management APIs
5.27.1
Key issue detail

Editor’s Note: Description of general Management APIs

Editor’s Note: Description of security specific APIs and associated challenges / risks.

Editor’s Note: Description of licensing APIs

Editor’s Note: External vs internal API endpoints.

Editor’s Note: Security strength of APIs not tied to security requirements of virtual function (TLS 1.0 currently mandatory for support in some cases but being phased out). Some APIs are simple password-based vs TLS 1.3 with secure key storage at 3GPP application layer.

5.27.2
Security threats

5.27.3
Potential security requirements

5.28
Key Issue 27: Image Snapshot and VNF Mobility

5.28.1
Key issue detail

Editor’s Note: NFV live image snapshot and migration of running 3GPP functions. 

Editor’s Note: Need to copy security credentials for image to remain valid.

Editor’s Note: Different VMs or Containers within the image may have different security requirements. How do you clone an HMEE securely?

Editor’s Note: which parts of 3GPP functions are sensitive. How does 3GPP declare sensitive sub-functions to NFV layer when moving or snapshotting.

5.28.2
Security threats

5.28.3
Potential security requirements

5.29
Key Issue 28: Sensitive Function Pinning
5.29.1
Key issue detail

Editor’s Note: How does 3GPP describe and pin sensitive sub-functions to specific security hardware in VNFD and NSD. What types and language are required for this to be done in a multi-vendor interoperable environment?

Editor’s Note: How is this attested and linked to KI#13.

5.29.2
Security threats

5.29.3
Potential security requirements

---------------------- Start of Next Changes -------------------------

Annex B:
KI Mitigations Summary

Editor’s Note: Table of summary of KIs and Mitigations

	Key Issue
	3GPP Mitigation or Solution Identified

Yes (Clause number) / No 
	In Scope of 3GPP

Yes/ No / Part
	Out of Scope of 3GPP

Yes/ No / Part
	New solution required outside of 3GPP?

Yes/ No / Unknown / Not Applicable
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