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1
Decision/action requested

Take a decision on whether SA3 believes current and under discussion crypto algorithms (128 and 256-bit) will be fast enough to implement virtualized gNBs on off-the-shelf hardware and consider this decision while introducing new algorithms to 3GPP.
2
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3
Rationale

This discussion paper argues that SA3 needs to specify a new crypto algorithm in addition to AES to be able to securely implement gNBs as virtualized implementation on off-the-shelf hardware. The reason is that, as a principle, 3GPP systems shall have at least one backup algorithm in case one of the crypto algorithms is broken, but none of the existing crypto algorithms is efficient enough to deal with the UP data rates (see Annex A below for measurements proving this point).

Without a new crypto algorithm that is fast enough when implemented in software, SA3 needs to make a choice. Either SA3 specifies a gNB that requires special purpose hardware crypto-acceleration, or SA3 specifies a gNB that has no efficient enough backup crypto algorithms. The former increases the cost of products both in CAPEX and OPEX, decreases flexibility and prevents efficient virtualization of gNBs. The latter deviates from SA3 security principles of having backup algorithms that can be drop-in replacements if one of the other crypto algorithms is broken.

It is clearly advantageous to resolve this problem at the same time as introducing 256-bit crypto algorithms. The solution is simple: introduce 256-bit algorithms that are fast enough in software. The alternative is to first introduce 256-bit algorithms and then later introduce new ones (possibly in addition to introducing new 128-bit algorithms) to enable efficient virtualized gNBs. This alternative approach delays introduction of virtualized gNBs that are both secure and can run on off-the-shelf hardware. Further, the alternative does not meet requirements in the 256-bit algorithm study [1]. As stated in the study, the new algorithms should meet the required speed not only in hardware but also on commodity CPUs.

An essential requirement for the new 256-bit algorithms is the ability to achieve the peak data rates of the radio access network they are protecting. If not, the ciphering algorithms may become a latency or throughput bottleneck. The minimum requirement for downlink peak data rates in 5G/IMT-2020 is 20 Gbps [33]. The 256-bit algorithms should be able to achieve such peak rates both when implemented in hardware or software on commodity CPUs. However, all previous 128-bit algorithms standardized for 3G and 4G have been used also in later generations. The 256-bit algorithms should therefore not only be able to achieve the peak data rates of 20 Gbps in 5G/IMT-2020, but preferably also the peak data rates of future generations of mobile networks.

While choosing/introducing 256-bit algorithms into 3GPP, it must be considered that the new algorithms will be used for a long time and it is very difficult/hard problem to change the algorithms. Thus, 3GPP must be very careful on the choice and take speed requirements of future into account considering the technology trend. Since the technology trend of future is virtualization, the new algorithms should be able to meet the requirement on these platforms. 

As a result, 3GPP should choose 256-bit algorithms that can meet speed requirements of future while running on “future platforms” without requiring hardware components to increase the flexibility and decrease the cost.

4
Detailed proposal

Endorse the requirement that the new crypto algorithms to be introduced to 3GPP should have proven to be implementable (i.e. should have implementation analysis and/or measurement results) in hardware and software on commodity CPUs providing the speed necessary to meet the stated requirements of 20 Gbps.  
A
Performance measurements on commodity CPUs

Table 1 (taken form [2]) shows the fastest known software implementations of SNOW-V-(GCM), SNOW-3G-128, AES-256-(GCM), and ChaCha20-(Poly1305). The measurements where done on a user-grade laptop with Intel i7-8650U. OpenSSL are implemented in assembly. The two SNOW algorithms are implanted in C++ with heavy use of intrinsics. As the C++ implementations are heavily using intrinsics, the implementor does not believe an assembly implementation would provide any significant speedups.
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Size of input plaintext (bytes)

16384 | 8192 | 4096 | 2048 | 1024 | 256 64

SNOW-3G-128 (C++) 9.22 | 9.07 | 889 | 850 | 7.81 | 5.38 | 2.37
AES-256-CBC (asm) 8.50 | 850 | 849 | 848 | 842 | 811 | 7.07
ChaCha20 (asm) 26.53 | 26.41 | 26.29 | 25.86 | 24.99 | 11.80 | 5.61
AES-256-CTR (asm) 35.06 | 34.82 | 34.16 | 32.94 | 30.95 | 22.67 | 11.32
SNOW-V (C++) 58.25 | 56.98 | 54.60 | 50.70 | 45.28 | 26.37 | 9.85

AEAD mode

ChaCha20-Poly1305 (asm) | 18.46 | 18.24 | 18.16 | 17.54 | 16.99 | 8.98 | 4.29
AES-256-GCM (asm) 34.42 | 33.86 | 32.74 | 30.49 | 27.22 | 17.32 | 8.54
SNOW-V-GCM (C++) | 38.91 | 37.66 | 34.86 | 30.71 | 26.16 | 13.93 | 5.16





Table 1: Performance of SNOW-V-(GCM) and SNOW-3G-128 and OpenSSL’s algorithms. Performance values are given in Gbps
Even without integrity protection, SNOW-3G (128-NEA1) does not at all meet the performance requirement of 20 Gbps, and additional integrity protection would significantly lower the performance. While AES-CMAC (128-NIA2​) has very similar performance as AES-256-CBC and therefore does not meet the performance requirement, AES-CTR (128-NEA2​) is very fast and when combined with an efficient integrity mode like e.g. GMAC (see AES-256-GCM), AES can easily meet the performance requirements.

The amount of NAS traffic is small compared to the amount of PCDP traffic, so performance for PDCP is the most important aspect. There is a one-to-one mapping between IP and PDCP and most PDCP packets are therefore 1200-1400 bytes. Future PDCP packets may be 4 kB or 9 kB. 
The encryption + integrity measurements above are for the AEAD mode GCM, but as GCM is just a composition of AES-CTR followed by AES-GMAC the same performance can be achieved with separate algorithms. It is FFS how the Mac-then-Encrypt order in PDCP affects the performance.
