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SG17 informs you that we are developing draft Recommendation ITU-T X.nsom-sec, Security requirements and architecture for network slice management and orchestration, to provide customized security services, such as E2E network slice isolated with fine-grained slice isolation policy and E2E network slice with preventing network attacks at the edge of NSS domains.

ITU-T SG17 looks forward to keeping in touch with you regarding network slice topics and expect further collaboration.
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Attachment: Draft Recommendation ITU-T X.nsom-sec
Security requirements and architecture for network slice management and orchestration
Summary
Mobile communication has enriched people’s lives. In the future there is no reason to doubt that mobile communication will continue to develop, reaching segments of the industry such as automotive, manufacturing, logistics, energy, as well as sectors such as financial, healthcare and others that are not currently fully exploiting the potential of mobile services. However, above various applications have different requirements. Some applications may require ultra-reliable communication, whereas others may require ultra-high-bandwidth communication or extremely low latency. So, network slice is introduced to offer a different mix of capabilities to meet all these diverse requirements at the same time.
With network slicing, various types of users/customers can enjoy connectivity and data processing tailored to their specific requirements (e.g., data speed, quality, latency, reliability, security, pricing model, etc.) that adhere to a Service Level Agreement (SLA) agreed with consumers, enterprises and vertical industries. However, there are some challenges for implementing full-scale end-to-end network slicing deployments for consumer, business and government segments, for example, end-to-end precision slicing, network slices reliability, network slices scalability, and network slice lifecycle management. One of the most important challenges is network slice security, which is beginning to receive attention from academia and industry.
[3GPP TR33.811] studies security for network slice management exposure interface and integrity protection of NSST (Network Slice Subnet Template), and [3GPP TS33.501] defines management security for network slices (e.g., authentication, authorization, integrity protection, and confidentiality protection for the interface between the management service producer and the management service consumer) based on the study. 3GPP [TR33.813] defines network slice specific authentication and authorization, data confidentiality and integrity, user identification privacy and inter-slice security isolation. 
In order to enable implementing full-scale end-to-end network slicing deployments for consumer, business and government segments, this recommendation is to specify security requirements and architecture for network slice management and orchestration.
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Introduction
 Leveraging on network function virtualization (NFV), software-defining network (SDN) and service function chain (SFC), logical network slices are created to offer end-to-end communication services to consumers, enterprises and industry verticals. But different users have different needs in terms of latency, bandwidth, security, etc. Some want “high-level security protection” while others are ok with “good enough security protection”. This is where the network can be logically separated into different network slices, each supporting a different Service Level Agreement (SLA) and security protection level.



[bookmark: _Toc49874470]1	Scope
In order to enable implementing full-scale end-to-end network slicing deployments for consumer, business and government segments, this recommendation is:
1. to define security requirements for network slice management and orchestration;
1. to define security requirements for network slice subnet management and orchestration;
1. to define security requirements for service-based interfaces for the logical management functions
1. to define security requirements for the interface between the network slice subnet (NSS) management and orchestration and the NFV-MANO/NFM/TNC
1. to design a security reference architecture for network slice management and orchestration 
1. to apply the security reference architecture to the automatic creation of E2E network slice with customized security capabilities, such as being isolated with fine-grained isolation policy and preventing network attacks at the edge of NSS domains;
1. to study mechanisms on network slice management data tamper-proof and access control in order to make network slice management data traceable, verifiable and immutable, as well as to guarantee that only authorized data consumer can access network slice management data based on fine-grained access control policy.

[bookmark: _Toc49874471]2	References
The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
[ITU-T X.1045] 	Recommendation ITU-T X.1045 (10/2019), Security service chain architecture for networks and applications.
[ITU-T Y.3111]	Recommendation ITU-T Y.3111 (09/2017), IMT-2020 network management and orchestration framework.
[IETF RFC 4279]         IETF RFC 4279 (2005), Pre-Shared Key Ciphersuites for Transport Layer Security (TLS).
[IETF RFC 4301]         IETF RFC 4301 (2005), Security Architecture for the Internet Protocol.
[IETF RFC 4303]         IETF RFC 4303 (2005), IP Encapsulating Security Payload (ESP). 
[IETF RFC 4306]         IETF RFC 4306 (2005), Internet Key Exchange (IKEv2) Protocol. 
[IETF RFC 4314]         IETF RFC 4314 (2005), IMAP4 Access Control List (ACL) Extension. 
[IETF RFC 4835]         IETF RFC 4835 (2007), Cryptographic Algorithm Implementation Requirements for Encapsulating Security Payload (ESP) and Authentication Header (AH). 
[IETF RFC 5246]         IETF RFC 5246 (2008), The Transport Layer Security (TLS) Protocol Version 1.2.
[IETF RFC 6749]         IETF RFC 6749 (2012), OAuth2.0 Authorization Framework.
[3GPP TS 33.501]	3GPP TS 33.501 (Release 16), Security architecture and procedures for 5G system.
[ETSI NFV-SEC 013]	ETSI NFV (Release 3), Security Management and Monitoring specification
[bookmark: _Toc49874472]3	Definitions
<Check in the ITU-T terms and definitions database at www.itu.int/go/terminology-database whether the term has already been defined in another Recommendation. It would be more consistent to refer to such a definition rather than to redefine the term>
[bookmark: _Toc49874473]3.1	Terms defined elsewhere
<Normally, terms defined elsewhere will simply refer to the defining document. In certain cases, it may be desirable to quote the definition to allow for a stand-alone document>
This Recommendation uses the following terms defined elsewhere:
3.1.1	Network Slice [b-ITU-T Y.3100]: A logical network that provides specific network capabilities and network characteristics.
3.1.2	Network Slice Instance [b-ITU-T Y.3100]: An instance of network slice, which is created based on network slice blueprint.
3.1.3	 Network Slice Subnet [b-3GPP TS28.530]: a representation of the management aspects of a set of Managed Functions and the required resources (e.g. compute, storage and networking resources).
3.1.4	 Network Slice Subnet Instance [b-3GPP TS28.530]: an instance of Network Slice Subnet representing the management aspects of a set of Managed Function instances and the used resources (e.g. compute, storage and networking resources).
3.1.5	Orchestration [b-ITU-T Y.3100]: In the context of IMT-2020, the processes aiming at the automated arrangement, coordination, instantiation and use of network functions and resources for both physical and virtual infrastructure by optimization criteria.
[bookmark: _Toc49874474]3.2	Terms defined in this Recommendation
This Recommendation defines the following terms:
3.2.1	<Term 3>: <definition>.
[bookmark: _Toc49874475]4	Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:
	ACL
AN
AV
	Access Control List
Access Network
AntiVirus

	CN
DDoS
DLT
	Core Network
Distributed Denial of Service
Distributed Ledger Technology

	eMBB
FW
ID
HW
IDS
IPS
NAT
NFM
	Enhanced Mobile Broadband
Firewall
IDentifier
Hardware
Intrusion Detection System
Intrusion Prevention System
Network address translation
Network Function Manager

	NFVI
	Network Function Virtualization Infrastructure

	NFVO
	Network Function Virtualization & Orchestration

	NFV-MANO
	NFV MANagement and Orchestration

	NS
NSI
	Network Slice
Network Slice Instance

	NSS
NSSI
	Network Slice Subnet
Network Slice Subnet Instance

	NST
	Network Slice Template

	NSST
NRM
	Network Slice Subnet Template
Network Resource Model

	PNF
	Physical Network Function

	PSF
	Physical Security Function

	PSK
	Pre-Shared Key

	RAN
	Radio Access Network

	RBAC
	Role Based Access Control

	SBI
SEC
SFC
TNC
TN
	Service Based Interface
SECurity
Service Function Chain
Transport Network Controller
Transport Network

	SDN
UPF
	Software-Defining Network
User Plane Function

	VIM
VLAN
	Virtual Infrastructure Management
Virtual Local Area Network

	VNF
VNFM
VNFCI
	Virtual Network Function
Virtual Network Function Management
VNF Component Infrastructure

	VSF
WAF
	Virtual Security Function
Web Application Firewall


[bookmark: _Toc49874476]5	Conventions
In this Recommendation:
The keywords "is required to" indicate a requirement which must be strictly followed and from which no deviation is permitted, if conformance to this Recommendation is to be claimed.
The keywords "is recommended" indicate a requirement which is recommended but which is not absolutely required. Thus, this requirement need not be present to claim conformance.
The keywords "is prohibited from" indicate a requirement which must be strictly followed and from which no deviation is permitted, if conformance to this Recommendation is to be claimed.
The keywords "can optionally" indicate an optional requirement which is permissible, without implying any sense of being recommended. This term is not intended to imply that the vendor's implementation must provide the option, and the feature can be optionally enabled by the network operator/service provider. Rather, it means the vendor may optionally provide the feature and still claim conformance with the specification.
Italics are used in this Recommendation to indicate functions.
[bookmark: _Toc49874477]6	Introduction of network slice management and orchestration
Referring to [b-3GPP TS28.530], [b-3GPP TS28.531], [b-3GPP TS28.533], [b-3GPP TS28.541], [b-ETSI GS NFV-MAN 001], [b-draft-nsdt-teas-ns-framework-02] and [b-ETSI GS ZSM 002], reference architecture of network slice management and orchestration is shown in Figure 6-1.

  
Figure 6-1: Reference architecture of network slice management and orchestration
In Figure 6-1, an NSS instance may be a transport network NSS (e.g., NSS_b) instantiated through transport network controller, or an access/core network NSS (e.g., NSS_a) instantiated through NFV-MANO.
The capabilities/services provided by the logical functions of reference architecture of network slice management and orchestration in Figure 6-1 are outlined as below.
The reference architecture in Figure 6-1 supports service-based interfaces for the logical functions of the network slice (NS) management and orchestration and the network slice subnet (NSS) management and orchestration.
The network slice (NS) management and orchestration consists of the following logical functions and is responsible for the preparation, commissioning, operation and decommissioning of network slice instance.
· The NS orchestration has the following capabilities: 1) resource capacity planning, and modification [b-3GPP TS28.530][ b-ETSI GS ZSM 002]; 2) to receive the request for allocation resources for a network slice with certain characteristics (e.g. network slice type such as eMBB, bandwidth, latency) from the network slice consuming portal; 3) to map the received request to an appropriate resource module (e.g. the chained network slice subnets) and network slice subnet requirements (e.g. slice profile, network slice subnet type such as RAN eMBB and CN eMBB, bandwidth, latency) [b-3GPP TS28.531]; 4) to decide whether this request for allocation of resources for network slice is to be assigned to an existing network slice instance or a new network slice instance is to be created by checking the active network slice instances from the NS instance inventory [b-3GPP TS28.531]. If there is no active network slice instance for the requested network slice service, then the NS orchestration gets to know the network slice subnets (e.g. NSS_a and NSS_b), and then sends the requests for allocation resource of network slice subnet to the corresponding NSS orchestrations (e.g. of NSS_a and NSS_b) separately; 5) to receive the confirmed response of the allocation resource of network slice subnet from the NSS orchestration; 6) to check the allocated resources feasibility and availability; 7) to configure the allocated resources; 8) to confirm the allocation resource of network slice to the network slice consuming portal.
· The NS resource module has the capabilities to store network slice resource model, which describes the static parameters and functional components of network slice, includes service profile, network slice type (e.g. eMBB), additional system feature (e.g. multicast), priority [b-3GPP TS28.531].
· The NS instance inventory has the capabilities to store the information about the available network slice instances [b-ETSI GS ZSM 002].
· The NS management has the capabilities to support the following operation for a network slice instance: activation, supervision, performance reporting (e.g. for KPI monitoring) and deactivation [b-3GPP TS28.530] [b-ETSI GS ZSM 002].
· The NS data collection has the capabilities to collect network data (e.g. service, network slice, network slice subnet, and/or network functions related data) to support improving network performance and efficiency to accommodate and support the diversity of services and requirements [b-3GPP TS28.530].
· The NS data analytics has the capabilities to utilize the collected network data to perform analytics in order to assist and complement management services for an optimum network performance and service assurance [b-3GPP TS28.530].
The network slice subnet (NSS) management and orchestration consists of the following logical functions and is responsible for the preparation, commissioning, operation and decommissioning of network slice subnet instance.
· The NSS orchestration has the following capabilities: 1) resource capacity planning, and modification; 2) to receive the request for allocation resource for a network slice subnet; 3) to map the received request to an appropriate resource model of the NSS resource module (e.g. the chained lower level network slice subnet, list of managed network functions and their configuration parameters, network service in virtualization case, etc.) [b-3GPP TS28.531]; 4) to decide whether this request for allocation resource for network slice subnet is to be assigned to an existing network slice subnet instance or whether a new network slice subnet instance is to be created by checking the active network slice subnet instances from the NSS instance inventory. If there is no active network slice subnet instance, the NSS orchestration sends the request of allocation resource for network service to the NFV-MANO in case virtualized resource will be provided [b-3GPP TS28.531]; 5) to receive the confirmed response of the allocation resource of network service from the NFV-MANO; 6) to confirm the allocation resource of network slice subnet to the NS orchestration.
·  The NSS resource module has the capabilities to store network slice subnet resource model, which describes the static parameters and functional component of network slice subnet, includes network slice profile, network slice subnet type (e.g. RAN eMBB, CN eMBB), additional system feature (e.g. multicast), priority, QoS attributes (e.g. bandwidth, latency) [b-3GPP TS28.531].
· The NSS instance inventory has the capabilities to store the information about the available network slice subnet instances [b-ETSI GS ZSM 002].
· The NSS management has the capabilities to support the following operation for a network slice subnet instance: activation, supervision, performance reporting (e.g. for KPI monitoring) and deactivation [b-3GPP TS28.530].
·  The NSS data collection has the capabilities to collect network data (e.g. network slice, network slice subnet, network service, and/or network functions related data) to support improving network performance and efficiency to accommodate and support the diversity of services and requirements [b-3GPP TS28.530].
· The NSS data analytics has the capabilities to utilize the collected network data to perform analytics in order to assist and complement management services for an optimum network performance and service assurance [b-3GPP TS28.530].
· The network function manager is capable of application level management of VNFs and PNFs; and is a producer of the network function management as provisioning also including NF supervising services [b-3GPP TS28.533].
The NFV-M ANO (NFV management and orchestration) has the following capabilities: 1) to manage the NFVI and orchestrate the allocation of resources needed by the network services and VNFs; 2) to receive the request of allocation for network service from the NSS orchestration; 3) to map the received request to an appropriate network service catalog with some network service instance requirements (e.g., bandwidth, latency); 4) to confirm the allocation for network service instance to the NSS orchestration. The logical functions of NFV-M ANO (NFV management and orchestration) in Figure 6-1 are summarized in Annex B.1.
[bookmark: _Toc49874478]The Transport Network Controller [b-draft-nsdt-teas-ns-framework-02] [b- draft-nsdt-teas-transport-slice-definition-01] is a traditional network infrastructure controller (e.g., SDN controller) that offers network resources to TN NSS management and orchestration to be used for the realization of a particular transport slice. These are existing network controllers for a specific technology to realize transport slices in its network.7	Security requirements for network slice management and orchestration
Based on relevant security threats in Annex A and providing network slice with customized security services for vertical industries, the high-level security requirements for the components and interfaces in Figure 6-1 are defined in this clause in order to secure the network slice management and orchestration, to create network slice instance with customized security capabilities, to monitor the network slice instance status to ensure that service level agreements are consistently met, and so on.
[bookmark: _Toc49874479]7.1 Security requirements for the NS management and orchestration
The Recommendation mainly studies security requirements for the creation of network slice instance and for the operation of network slice instance.
[bookmark: _Toc49874480]7.1.1 Security requirements for the creation of network slice instance
The process of the request for the allocation resource of network slice includes assigning the request to an active network slice instance or creating a new network instance for the request.
	Rxxx
	It is required to have the capability to authenticate the consumer when the consumer requests the allocation of resource of network slice [3GPP TS33.501] [b-3GPP TR33.811] [ITU-T Y.3111].

	Rxxx
	It is required to have the capability to authorize the consumer when the consumer requests the allocation resource of network slice [3GPP TS33.501] [b-3GPP TR33.811].

	Rxxx
	It is required to have the capability to support the logical management functions of the NS management and orchestration mutually authenticating each other.

	Rxxx
	It is required to have the capability to support the logical management function of the NS management and orchestration validating whether a requesting logical function is authorized to request a given service(s).

	Rxxx
	It is recommended to have the capability to support integrity protection for data transport over the service-based interfaces for the logical functions of the NS management and orchestration.

	Rxxx
	It is recommended to have the capability to support confidentiality protection for the service-based interfaces for the logical functions of the NS management and orchestration.

	Rxxx
	It is recommended to have the capability to support replay protection for the service-based interfaces for the logical functions of the NS management and orchestration.

	Rxxx
	It is required to have the capability to support the isolation between network slice instances [b-3GPP TR33.813].

	Rxxx
	It is recommended to have the capabilities to support integrity protection for the network slice resource model (i.e. network slice template) during transmission and in storage.

	Rxxx
	It is recommended to have the capabilities to support confidentiality protection for the network slice resource model (i.e. network slice template) during transmission and in storage.

	Rxxx
	It is recommended to have the capability to provide customized security services (e.g. integrity protection, confidentiality protection, hardware isolation, software isolation, anti-DDoS attack, Anti-virus and anti-malware software) in order to satisfy the security requirements from the consumer via the network slice consuming portal.

	Rxxx
	It is recommended to have the capability to evaluate if the network slice resource model (i.e. network slice template) can satisfy the security requirements of the requested network slice resource from the consumer via the network slice consuming portal.

	Rxxx
	It is recommended to have the capability to evaluate if an active network slice instance can satisfy the security requirements of the requested network slice resource from the consumer via the network slice consuming portal.

	Rxxx
	It is required to support integrity of managed services and management functions of the NS management and orchestration [b-ETSI GS ZSM 002].


[bookmark: _Toc49874481]7.1.2 Security requirements for the operation of network slice instance
	Rxxx
	It is required to perform end user authentication and authorization before the end user accesses a network slice instance [b-3GPP TR33.813] [ITU-T Y.3111].

	Rxxx
	It is recommended to have the capability for automated attack/incident detection, identification, prevention, and mitigation of the network slice instance [b-ETSI GS ZSM 002] [ITU-T Y.3111].

	Rxxx
	It is recommended to have the capabilities for monitoring the activities, status, anomalous events of the network resources of the network slice instance [ITU-T Y.3111].

	Rxxx
	It is recommended to have the capabilities for analyzing the monitored data and providing reports on the behavior of the network resources of the network slice instance [ITU-T Y.3111].

	Rxxx
	It is recommended to have the capabilities for storing and retrieving monitored data and analysis reports of the network slice instance [ITU-T Y.3111].

	Rxxx
	It is recommended to support integrity protection for the result of NSI supervision/reporting in the NS management and orchestration [b-3GPP TR33.811].

	Rxxx
	It is recommended to support confidentiality protection for the NSI supervision and reporting data in the NS management and orchestration [b-3GPP TR33.811].

	Rxxx
	It is required to support integrity of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) of network slice instance in the NS management and orchestration [b-ETSI GS ZSM 002].

	Rxxx
	It is required to support non-repudiation/tamper-proof of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) in the NS management and orchestration in the NS management and orchestration.

	Rxxx
	It is recommended to support confidentiality of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) of network slice instance stored in the NS management and orchestration [b-ETSI GS ZSM 002]. 


[bookmark: _Toc49874482]7.2 Security requirements for the NSS management and orchestration
[bookmark: _Toc49874483]7.2.1 Security requirements for the creation of network slice subnet instance
	Rxxx
	It is required to have the capability to support the logical management functions of the NSS management and orchestration mutually authenticating each other.

	Rxxx
	It is required to have the capability to support the logical management function of the NSS management and orchestration validating whether a requesting logical function is authorized to request a given service(s).

	Rxxx
	It is recommended to have the capability to support integrity protection for data transport over the service-based interfaces for the logical functions of the NSS management and orchestration.

	Rxxx
	It is recommended to have the capability to support confidentiality protection for data transport over the service-based interfaces for the logical functions of the NSS management and orchestration.

	Rxxx
	It is recommended to have the capability to support replay protection for the service-based interfaces for the logical functions of the NSS management and orchestration.

	Rxxx
	It is required to have the capability to authenticate the NFV-MANO/NFM/TNC.

	Rxxx
	It is required to have the capability to support data integrity protection for the interface between the NSS management and orchestration and the NFV-MANO/NFM/TNC.

	Rxxx
	It is required to have the capability to support data confidentiality protection for the interface between the NSS management and orchestration and the NFV-MANO/NFM/TNC.

	Rxxx
	It is required to have the capability to support replay protection for the interface between the NSS management and orchestration and the NFV-MANO/NFM/TNC.

	Rxxx
	It is recommended to have the capabilities to support integrity protection for the network slice subnet resource model (i.e. network slice subnet template) during transmission and in storage [b-3GPP TR33.811].

	Rxxx
	It is recommended to have the capabilities to support confidentiality protection for the network slice subnet resource model (i.e. network slice subnet template) during transmission and in storage [b-3GPP TR33.811].

	Rxxx
	It is recommended to have the capability to provide customized security services (e.g. integrity protection, confidentiality protection, hardware isolation, software isolation, anti-DDoS attack, Anti-virus and anti-malware software) in order to satisfy the security requirements from the NS management and orchestration.

	Rxxx
	It is recommended to have the capability to create a separate network slice subnet instance to provide customized security services.

	Rxxx
	It is recommended to have the capability to evaluate if the network slice subnet resource model (i.e. network slice subnet template) can satisfy the security requirements from the NS management and orchestration.

	Rxxx
	It is recommended to have the capability to evaluate if the available and active network slice subnet instance can satisfy the security requirements of the requested network slice subnet resource from the NS management and orchestration.

	Rxxx
	It is required to have the capability to support the isolation between network slice subnet instances.

	Rxxx
	It is required to support integrity of managed services and management functions of the NSS management and orchestration.


[bookmark: _Toc49874484]7.2.2 Security requirements for the operation of network slice subnet instance
	Rxxx
	It is recommended to have the capability for automated attack/incident detection, identification, prevention, and mitigation of network slice subnet instance.

	Rxxx
	It is recommended to have the capabilities for monitoring the activities, status, anomalous events of the network resources of the network slice subnet instance.

	Rxxx
	It is recommended to have the capabilities for analyzing the monitored data and providing reports on the behavior of the network resources of the network slice subnet instance.

	Rxxx
	It is recommended to have the capabilities for storing and retrieving monitored data and analysis reports as logging records stored in the NSS management and orchestration.

	Rxxx
	It is recommended to do integrity protection for the result of NSSI supervision/reporting in the NSS management and orchestration.

	Rxxx
	It is optionally to do confidentiality protection for the NSSI supervision and reporting data in the NSS management and orchestration.

	Rxxx
	It is required to support integrity of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) of network slice subnet instance in the NSS management and orchestration.

	Rxxx
	It is required to support non-repudiation/tamper-proof of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) of network slice subnet instance in the NSS management and orchestration.

	Rxxx
	It is recommended to support confidentiality of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) of network slice subnet instance in the NSS management and orchestration.


[bookmark: _Toc49874485]7.3 Security requirements for service-based interfaces for the logical functions
The logical functions of the NS management and orchestration and the NSS management and orchestration communicate each other over the service-based interfaces. 
	Rxxx
	It is required to have the capability to support the logical functions mutually authenticating each other.

	Rxxx
	It is required to have the capability to support the logical function validating whether a requesting logical function is authorized to request a given service(s).

	Rxxx
	It is recommended to have the capability to support integrity protection for data transport over the service-based interfaces for the logical functions.

	Rxxx
	It is recommended to have the capability to support confidentiality protection for data transport over the service-based interfaces for the logical functions.

	Rxxx
	It is recommended to have the capability to support replay protection for the service-based interfaces for the logical functions.


[bookmark: _Toc49874486]7.4 Security requirements for the interface between the network slice subnet (NSS) management and orchestration and the NFV-MANO/NFM/TNC
	Rxxx
	It is required to perform mutual authentication for the interface between the network slice subnet (NSS) management and the NFV-MANO/NFM/TNC.

	Rxxx
	It is required for the NFV-MANO/NFM/TNC to authorize the requests from the network slice subnet (NSS) management.

	Rxxx
	It is required to provide data integrity protection for the interface between the network slice subnet (NSS) management and the NFV-MANO/NFM/TNC.

	Rxxx
	It is required to provide data confidentiality protection for the interface between the network slice subnet (NSS) management and the NFV-MANO/NFM/TNC.

	Rxxx
	It is required to provide replay protection for the interface between the network slice subnet (NSS) management and the NFV-MANO/NFM/TNC.


In order to support securing network slice management and orchestration, creating network slice instance with customized security services and monitoring the network slice instance status to ensure that service level agreements are consistently met, security requirements for the NFV-MANO (NFV management and orchestration) are defined in Annex B.2.
[bookmark: _Toc49874487]8	Security reference architecture for network slice management and orchestration
A security reference architecture for network slice management and orchestration is shown in Figure 8-1, which is also integrated into the reference architecture of network slice management and orchestration in Figure 6-1. 

    
Figure 8-1: security reference architecture for network slice management and orchestration
In Figure 8-1, some logical functions in Figure 6-1 are improved with security capabilities and some new logical security functions are introduced in this Recommendation in order to support securing network slice management and orchestration, creating network slice instance with customized security capabilities for vertical industries, monitoring the network slice instance status to ensure that service level agreements are consistently met, and so on. 
The logical security functions (i.e. blocks in light blue of Figure 8-1) relevant to NS/NSS management and orchestration are specified in this Clause 8. The logical security functions (i.e. blocks in grey of Figure 8-1) relevant to the NFV-MANO and the Transport network controller are summarized in Annex B.3 and Annex C.1 respectively. 
[bookmark: _Toc49874488]8.1 Security capabilities of the network slice (NS) management and orchestration
The new logical function NS authentication & authorization is introduced in this Recommendation to authenticate the consumer based on the certificate [IETF RFC 4306] [IETF RFC 5246] or PSK (pre-shared key) [IETF RFC 4279] [IETF RFC 4306] and authorize the consumer based on whitelist/blacklist [b-IETF RFC 5782] [b-IETF RFC 5851] or access control list (ACL) [IETF RFC 4314] [b-IETF RFC 4949] when the consumer requests the allocation resource of network slice. 
The new logical function NS authentication & authorization as the OAuth 2.0 Authorization server supports that all the logical functions of the NS management and orchestration mutually authenticate each other based on the certificate [IETF RFC 4306] [IETF RFC 5246] and validate whether a requesting logical function is authorized to request a given service(s) based on OAuth [IETF RFC 6749]. Integrity protection and confidentiality protection for data transportation over the service-based interfaces for the logical functions of the NS management and orchestration are based on TLSv1.2 [IETF RFC 5246].
The NS orchestration with security is an improved logical function, which may include one or more logical functions such as security orchestration, isolation management, firewall management, and so on. In order to simplify the security reference architecture, only one logical function NS orchestration with security is shown in Figure 8-1. The NS orchestration with security has the following security capabilities:
· to extend network slice service characteristics to include security capabilities represented by security service type list (e.g. security protection at the edge of network slice, slice isolation, malware/virus detection and data cleaning, tamper-proof for management data, confidentiality protection for data during transmission and at rest, integrity protection for data during transmission and at rest); 
· to map the received request with security requirements to an appropriate resource module of the NS resource module with security (e.g. service profile, …, security profile(s) (e.g. data confidentiality protection, data integrity protection, data filtering, malware/virus detection and data cleaning, security protection at the edge of network slice, slice isolation));
· to decide whether this request for allocation resource for network slice with security requirements is to be assigned to an existing network slice instance or whether a new network slice instance is to be created by checking the active network slice instances from the NS instance inventory and checking if it could satisfy the security requirements of requested network slice service. That’s to say, a new network slice instance is to be created if the active network slice instance does not satisfy the security requirements;
· to obtain security status of the network slice subnet instance from the supporting security functionality of the NSS instance from the NSS security data analysis;to support to check if the security requirements of the requested allocation resource of network slice are satisfied by the allocated network slice instance.
The NS resource module with security is an improved logical function with the capabilities of extending network slice resource model in order to reflect security requirements of the requested network slice service, for example, to add one static parameter on security, i.e. security profile(s) (e.g. data confidentiality protection, data integrity protection, data filtering, malware/virus detection and data cleaning, security protection at the edge of network slice, slice isolation).
The NS security management is a logical function introduced in this recommendation with the capabilities of reflecting security requirements of the requested network slice service to network slice security policy which will be provisioned in NSS security management and providing security status of network slice instance together with the NS security data analysis.
The NS security monitoring, which consists of the NS security data collection and the NS security data analytics, is to ensure that the service level agreements of network slice are consistently met.
The NS security data collection is a logical function introduced in this recommendation with the capabilities of collecting security policy enforcement status on network data (e.g. service, network slice, network slice subnet, network functions related data, security data, isolation data) to support checking if security requirements for the requested network slice service are satisfied or not and detecting security events/incidents.
The NS security data analytics is a logical function introduced in this recommendation the capabilities of utilizing the collected network data on security policy enforcement status to perform analytics for an optimum network slice security assurance.
[bookmark: _Toc49874489]8.2 Security capabilities of the network slice subnet (NSS) management and orchestration
The new logical function NSS authentication & authorization as the OAuth 2.0 Authorization server supports that all the logical functions of the NSS management and orchestration mutually authenticate each other based on the certificate [IETF RFC 4306] [IETF RFC 5246] and validate whether a requesting logical function is authorized to request a given service(s) based on OAuth [IETF RFC 6749]. Integrity protection and confidentiality protection for data transportation over the service-based interfaces for the logical functions of the NSS management and orchestration are based on TLSv1.2 [IETF RFC 5246].
The new logical function NSS authentication and authorization has the following capabilities to authenticate the NFV-MANO/NFM/TNC based on the certificate [IETF RFC 4306] [IETF RFC 5246] and authorize the NFV-MANO/NFM/TNC based on access control list (ACL) [IETF RFC 4314] [b-IETF RFC 4949] when requesting the allocation resource of network slice subnet.
The NSS orchestration with security is an improved logical function, which may include one or more logical functions such as security orchestration, isolation management, firewall management, and so on. In order to simplify the security reference architecture, only one logical function NSS orchestration with security is shown in Figure 8-1. The NSS orchestration with security has the following security capabilities:
· to receive the request for allocation resource for a network slice subnet with security profile(s) from the NS orchestration with security;
· to map the requested network slice subnet with security profile(s) to an appropriate resource module of the NSS resource module with security (e.g. network slice profile(s), …, subnet security profile(s));
· to decide whether this request for allocation resource for network slice subnet is to be assigned to an existing network slice subnet instance or whether a new network slice subnet instance is to be created by checking the active network slice subnet instances from the NSS instance inventory and checking if it could satisfy the security requirements of the requested network slice subnet. That’s to say, a new network slice subnet instance is to be created if the active network slice subnet instance does not satisfy the security requirements;
· to obtain security status of network service instance from the logical function NFV security manager in virtualization case.
· to support to check if the security requirements of the requested allocation resource of network slice subnet are satisfied by the network slice subnet instance.
The NSS resource module with security is an improved logical function with the capabilities of extending network slice subnet resource model in order to satisfy security requirements of the requested network slice subnet, for example, to add one static parameter on security, i.e. security profile(s).
The NSS security management is a logical function introduced in this recommendation with the capabilities of setting network slice security policy to network slice subnet security controlling which will be provisioned in the logical function NFV security manager in virtualization case, and providing security status of the network slice subnet instance together with the NSS security data analysis.
The NSS security monitoring, which consists of the NSS security data collection and the NSS security data analytics, is to check that the service level agreements of network slice subnet are consistently met.
The NSS security data collection is a logical function introduced in this recommendation with the capabilities of collecting security policy enforcement status on network data (e.g. network slice, network slice subnet, network functions related data, security data, isolation data) to support checking if security requirements for the requested network slice subnet are satisfied or not.
The NSS security data analytics is a logical function introduced in this recommendation with the capabilities of utilizing the collected network data on security policy enforcement status to perform analytics for an optimum network slice subnet security assurance.
The security function manager, defined in [ETSI NFV-SEC 013], is a specific type of security element manager and is to manage security functions.
The network slice subnet on security (NSS_security, something like RAN NSS and CN NSS) is a new type of network slice subnets. NSS_security consists of security service chains to provide customized security services such as network attacks detection and automatic response, virus detection and data cleaning, isolation of data transportation, etc. 
[bookmark: _Toc49874490]Instance of NSS_security can be created with the assistance of the logical function security service catalog in the NFV-MANO in Figure 8-1 in virtualization case. How to create security service chain can refer to [ITU-T X.1045]. 8.3 Security capabilities of service-based interfaces for logical functions
The logical functions of the NS management and orchestration and the NSS management and orchestration communicate each other over the service-based interfaces. 
The logical functions mutually authenticate each other based on the certificate [IETF RFC 4306] [IETF RFC 5246]. The logical functions validate whether a requesting logical function is authorized to request a given service(s) based on OAuth [IETF RFC 6749]. Integrity protection and confidentiality protection for data transportation over the service-based interfaces for the logical functions of the NSS management and orchestration are based on TLSv1.2 [IETF RFC 5246].
[bookmark: _Toc49874491]8.4 Security capabilities of the interface between the network slice subnet (NSS) management and orchestration and the NFV-MANO/NFM/TNC
It is recommended that TLSv1.2 [IETF RFC 5246] or IPSec protocols ([IETF RFC 4301], [IETF RFC 4303], [IETF RFC 4835]) are implemented and deployed in the NSS management and orchestration and the NFV-MANO/NFM/TNC to provide mutual authentication between them, as well as to provide confidentiality protection and integrity protection for data transportation between them.
It is recommended that whitelist/blacklist access control list (ACL) [IETF RFC 4314] [b-IETF RFC 4949] or [b-IETF RFC 5782] [b-IETF RFC 5851] is used to provide authorization for the NSS management and orchestration to access the NFV-MANO/NFM/TNC.
[bookmark: _Toc49874492]9	Automation and assurance of E2E network slice with customized security capabilities
Based on security reference architecture for network slice management and orchestration in Figure 8-1, the automatic creation of E2E network slice instance with customized security capabilities (e.g., fine-grained slice isolation, security protection at the edge of NSS domains) is described in clause 9. Moreover, it also describes monitoring the network slice instance running status to check that requested security requirements are consistently met. 
[bookmark: _Toc49874493]9.1 E2E network slice isolated with fine-grained slice isolation policy
E2E network slicing is a general concept that spans network domains, such as AN (Access Network) domain, CN (Core Network) domain and TN (Transport Network) domain. With network slicing, network resource could be shared among different tenants/industries and consequently network resource utilization could be improved. However, how to provide E2E slice isolation for a network slice is a big problem. 

Figure 9-1 shows a 5G network slice isolated with fine-grained E2E slice isolation policy, which is enforced in 5G RAN NSS, TN NSS and 5G CN NSS.     
Figure 9-1: 5G network slice isolated with fine-grained E2E slice isolation policy
In this Recommendation, isolation is considered as one of security capabilities/features for network slice. Figure 9-1 shows applying the security reference architecture in Figure 8-1 to providing E2E slice isolation for a 5G network slice. 
In order to provide a 5G network slice isolated with fine-grained E2E slice isolation policy, the capability of the NFV-MANO in 5G RAN/CN NSS domain and the TNC (Transport Network Controller) in TN NSS domain is improved, and the corresponding improvements are described in Annex B.4 and Annex C.2 respectively.
[bookmark: _Toc49874494]9.1.1 Fine-grained E2E network slice isolation planned/orchestrated during NSI creation
According to Figure 9-1, the procedures of fine-grained E2E network slice isolation planned/orchestrated during NSI creation are outlined as below.
1. The logical function NS orchestration with security (e.g. isolation) receives a request from the Network slice consuming portal to create an E2E network slice instance for a service provider (e.g. financial service provider, IoT service provider, gaming service provider, healthcare service provider), and then gets to know the slice profile together with slice isolation policy (e.g. “no isolation”, “physical isolation”, “logical isolation”, etc.) from the service profile. 
1. Based on the derived slice profile together with slice isolation policy, the logical function NS orchestration with security (e.g. isolation) selects a E2E network slice module from the NS resource module with security (e.g. isolation), and calls RAN&TN&CN NSS separately to create network slice subnets. The logical function NS orchestration with security (e.g. isolation) also breaks down E2E network slice isolation policy to separate slice isolation policy for each NSS domain. 
1. After receiving the request to create network slice subnets with slice isolation policy, RAN/TN/CN NSS domains takes the following actions separately:
2. TN NSS domain: after receiving a request to create a transport network NSS with slice isolation policy and after successful mutual authentication between NS orchestration with security (e.g. isolation) and TN NSS orchestration with security (e.g. isolation), the following actions will be taken.
0. The TN NSS orchestration with security (e.g. isolation) maps the slice isolation policy to network resource isolation policy (e.g. no isolation, physical network function isolation, logical network function isolation, physical network link isolation, logical/virtual network link isolation, etc.) and traffic isolation policy (e.g. no isolation, service type isolation, security protection level isolation, data type isolation, video type isolation, etc.), and furtherly maps the network resource isolation policy and the traffic isolation policy to transport network resource allocation policy (e.g. standard/undifferentiated isolation, dedicated hardware for switch/router, dedicated software for switch/router, logical isolated vSwitch/vRouter, etc.) and data traffic forward policy (e.g. standard/undifferentiated isolation, IPSec related rules, access control/filter rules, DSCP (Differentiated Services Code Point) rules, forward rules in flow table, etc.) respectively. The details mapping is shown in Annex C.3
0. Based on the derived the transport network resource allocation policy and the data traffic forward policy, the logical function TN NSS orchestration with security (e.g. isolation) selects a network slice subnet module from the TN NSS resource module with security (e.g. isolation) and checks if there is an existing TN NSS instance (e.g., VLAN) satisfying the requirements especially the slice isolation policy. If yes, the existing TN NSS instance for example VLAN ID is reused and the S-NSSAI is mapped to the corresponding VLAN ID. The mapping between S-NSSAI and VLAN ID is sent to the TNC (Transport network controller) and furtherly configured to the corresponding Router/Switch. Otherwise, the logical function TN NSS orchestration with security (e.g. isolation) requests the TNC (Transport network controller) to create a new TN NSS instance (e.g., VLAN) according to the transport network resource allocation policy and the data traffic forward policy, and then maps S-NSSAI to the newly created VLAN ID. After that, the mapping between S-NSSAI and VLAI ID is sent to the TNC and furtherly configured to the corresponding Router/Switch.
0. TN NSS orchestration with security (e.g. isolation) may check if the TN slice isolation policy for the transport network NSS, including the network resource isolation policy and the traffic isolation policy, has contradiction/confliction with other network slices or network slice subnets that share the same isolation policy. If yes, the TN NSS orchestration with security (e.g. isolation) updates the newly created transport network NSS with new/updated resource allocation policy and/or data traffic forward policy to remove the contradiction/confliction.
0. The TN NSS orchestration with security (e.g. isolation) responds to the logical function NS orchestration with security (e.g. isolation) that the requested transport network NSS is created. 
2. RAN/CN NSS domain: after receiving a request to create a RAN/CN NSS with slice isolation policy and after successful mutual authentication between NS orchestration with security (e.g. isolation) and RAN/CN NSS orchestration with security (e.g. isolation), the following actions will be taken. (Note: As for isolation consideration, RAN/CN NSS domains take the similar actions which are described together as below.)
1. The RAN/CN NSS orchestration with security (e.g. isolation) maps the slice isolation policy to network resource isolation policy, application level isolation policy and traffic isolation policy, and furtherly maps the network resource isolation policy, application level isolation policy and the traffic isolation policy to access/core network resource allocation policy, application level policy and data traffic forward policy, in the same way as TN NSS orchestration with security (e.g. isolation) does in above step a). The mapping between traffic isolation policy and data traffic forward policy in RAN/CN NSS domain can refer to the corresponding mapping of TN NSS domain in above step a). The mapping between application level isolation policy and application level policy is sent to the NFM of RAN/CN NSS domain. And then the NFM of RAN/CN NSS domain configures network functions according to the received application level policy. However, the mapping between network resource isolation policy and access/core network resource allocation policy in RAN/CN NSS domain is much more complicated than that of TN NSS domain. According to the isolation relevant information elements of network service/VNF/PNF in Annex B.5, 
0. physical isolation of network resource isolation policy is mapped to access/core network resource allocation policy which comprises one or more of dedicated physical network function (PNF) isolation, dedicated physical network link isolation, geographical location isolation, compute isolation, memory isolation, storage isolation, PNF security-based isolation, and so on. 
0. logical isolation of network resource isolation policy is mapped to access/core network resource allocation policy which comprises one or more of virtual network function (VNF) isolation, virtual link isolation, virtualization technology isolation, virtual compute isolation, virtual memory isolation, virtual storage isolation, geographical location isolation of hardware which is virtualized to provide virtual resources, and VNF security-based isolation, and so on.
1. Based on the derived access/core network resource allocation policy and data traffic forward policy, the logical function RAN/CN NSS orchestration with security (e.g. isolation) selects a network slice subnet module from the RAN/CN NSS resource module with security (e.g. isolation) and checks if there is an existing RAN/CN NSS instance  satisfying the requirements especially the slice isolation policy. If yes, the existing RAN/CN NSS instance (e.g. the chain of one or more network services) is reused and the S-NSSAI is mapped to the corresponding network services. Otherwise, the logical function RAN/CN NSS orchestration with security (e.g. isolation) requests the NFV-MANO to create one or more network services according to the access/core network resource allocation policy and the data traffic forward policy, and then maps S-NSSAI to the newly created network services. Moreover, the NFM of RAN/CN NSS domain configures network functions according to the received application level policy.
1. RAN/CN NSS orchestration with security (e.g. isolation) may check if the RAN/CN slice isolation policy for the access/core network NSS, including the network resource isolation policy and the traffic isolation policy, has contradiction/confliction with other network slices or network slice subnets that share the same isolation policy. If yes, the RAN/CN NSS orchestration with security (e.g. isolation) updates the newly created access/core network NSS instance with new/updated resource allocation policy and/or data traffic forward policy to remove the contradiction/confliction.
1. The RAN/CN NSS orchestration with security (e.g. isolation) together with the NFM responds to the logical function NS orchestration with security (e.g. isolation) that the requested access/core network NSS is created. 
1. After receiving the confirmation that network slice subnets are created from RAN&TN&CN NSS domains, the logical function NS orchestration with security (e.g. isolation) responds to the Network slice consuming portal that the requested E2E network slice instance with isolation requirements is created.
[bookmark: _Toc49874495]9.1.2 Fine-grained E2E network slice isolation monitored during NSI running
According to Figure 9-1, the procedures of fine-grained E2E network slice isolation monitored during NSI running are outlined as below 
1. The logical function NS security monitoring (e.g., isolation monitoring) receives a request to monitor the isolation status of the 5G network slice instance and to check if E2E network slice isolation policy is enforced correctly or not. 
1. The logical function NS security monitoring (e.g., isolation monitoring) calls NSS security monitoring (e.g. isolation monitoring) of RAN&TN&CN NSS domains separately to collect the isolation monitoring data from relevant NSS instances which constitute the 5G network slice instance. 
1. After receiving the request of collecting isolation data, RAN/TN/CN NSS domains takes the following actions separately:
3. TN NSS domain: after successful mutual authentication between NS security monitoring (e.g., isolation monitoring) and TN NSS security monitoring (e.g. isolation monitoring), TN NSS security monitoring (e.g. isolation monitoring) collects isolation monitoring data from Transport network controller (TNC) which is furtherly collected from routers and/or switches according to TN network resource allocation policy and data traffic forward policy, then analyses the collected isolation monitoring data to check/verify if isolation policies enforced among TN NSS domains are correct or not, and finally sends the corresponding analysis result (maybe together with the origin isolation monitoring data) back to NS security monitoring (e.g., isolation monitoring). The TN NSS security monitoring (e.g., isolation monitoring) may trigger reconfiguration or re-orchestration of TN NSS instance to comply with isolation policies if isolation policies enforced in TN NSS domain are incorrect, or inconsistent or conflicted.
3. RAN/CN NSS domain: after successful mutual authentication between NS security monitoring (e.g., isolation monitoring) and RAN/CN NSS security monitoring (e.g. isolation monitoring), RAN/CN NSS security monitoring (e.g. isolation monitoring) collects isolation monitoring data from the NFM and the NFVO isolation monitoring of the NFV-MANO which is furtherly collected from the VNFM and VIM according to RAN/CN network resource allocation policy and data traffic forward policy, then analyses the collected isolation monitoring data to check/verify if isolation policies enforced among TN NSS domains are correct or not, and finally sends the corresponding analysis result (maybe together with the origin isolation monitoring data) back to NS security monitoring (e.g., isolation monitoring). The RAN/CN NSS security monitoring (e.g., isolation monitoring) may trigger reconfiguration or re-orchestration of RAN/CN NSS instance to comply with isolation policies if isolation policies enforced in RAN/CN NSS domain are incorrect, or inconsistent or conflicted.
1. After receiving the isolation monitoring data from RAN&TN&CN NSS domains, the logical function NS security monitoring (e.g., isolation monitoring) check/verify if E2E network slice isolation policy is enforced correctly or not. The NS security monitoring (e.g., isolation monitoring) sends alarms to the the Network slice consuming portal and may trigger reconfiguration or re-orchestration of network slice instance to comply with E2E isolation policies if isolation policies enforced among NSSs are incorrect, or inconsistent or conflicted. The NS security monitoring (e.g., isolation monitoring) confirms with the Network slice consuming portal that E2E isolation policies of the network slice instance are enforced correctly.
[bookmark: _Toc49874496]9.2 E2E network slice with preventing network attacks at the edge of NSS domains
Heterogeneous network slice customers from vertical industries sharing the same mobile network infrastructure via network slicing will require different levels of security protection. To provide secure inter- and intra- network slice communication as well as the prevention of attacks at the edge of network slices (e.g., to provide secure internet access) will be a major requirement from mobile network operators (MNOs) or vertical industries. So, it is important to protect a network slice from network attacks with deploying Firewalls (FWs) at the edge e.g., protect the N6 interface with deploying a FW at the edge of the core network.
For difference network slice consumers, the policies/rules for data filtering in the Firewalls (e.g., at the edge of the core network) might be different and could be changed dynamically. Thus, it’s important to dynamically configure security policies/rules for FWs in order to support responding to the network attacks automatically. However, the FW solutions deployed in NSSIs (Network Slice Subnet Instances) e.g. in CN NSSI or even at UPF (User Plane Function) should not be managed separately. Instead FW solutions in each NSSI should have knowledge of the security status of other NSSIs (e.g., AN NSSI, TN NSSI) because the data filtering policy/rule in the FW might be inconsistent with or even conflicted with the policies/rules of other NSSIs. Furthermore, the Firewall solution should be aware of security considerations in the service profile of the network slice.
This Recommendation is to describe how to prevent network attacks at the edge of NSS domains of a network slice by deploying and running security functions (e.g., Firewalls) from a holistic point of view e.g., holistic view regarding link/edge protection. In this way, the network attacks to CN NSSI via the interface N6 as well as network attacks to other NSSIs (e.g., AN NSSI, TN NSSI) could be prevented with high efficiency.
Figure 9-2 shows applying the security reference architecture in Figure 8-1 to create a 5G network slice instance, which has the capability to prevent network attacks with deploying Firewalls (FWs) at the edge of NSS domains.

 
Figure 9-2 E2E 5G network slice with preventing network attacks at the edge of NSS domains
In order to create a 5G network slice with preventing network attacks at the edge of NSS domains, the capability of the RAN&CN&TN NSS domains is improved to support Firewall management shown in Figure 9-2.
[bookmark: _Toc49874497]9.2.1 Network attacks prevention at the edge of NSS domains planned/orchestrated during NSI creation
According to Figure 9-2, the procedures of network attacks prevention at the edge of NSS domains planned/orchestrated during NSI creation are outlined as below.
1. The logical function NS orchestration with security (e.g. edge protection) receives a request from the Network slice consuming portal to create an E2E 5G network slice instance for a service provider (e.g. financial service provider, IoT service provider, gaming service provider, healthcare service provider), and gets to know the slice profile with security attributes (e.g., security protection at the edge of network slice) from the service profile (e.g., data speed, quality, latency, security, etc.). 
1. Based on the derived slice profile with security attributes (e.g., security protection at the edge of network slice), the NS orchestration with security (e.g. Firewall) selects a network slice module from the NS resource module with security (e.g. Firewall) with deploying Firewalls at the edge of RAN & TN & CN NSS domains to prevent network attacks. Furtherly, the NS orchestration with security (e.g. Firewall) defines data filtering policies for the Firewalls at the edge of each NSS domain as below. 
1. RAN NSS domain: DDoS protection, Carrier Grade NAT, QoS policy enforcing, L7 inspection, Traffic Steering, etc.
1. TN NSS domain: Traffic Steering, QoS policy enforcing, etc.
1. CN NSS domain: Traffic Steering, Application Layer Gateway, Carrier Grade NAT, DDoS protection, L7 inspection, QoS policy enforcing, etc.
1. The NS orchestration with security (e.g. Firewall) sends the requests to RAN&TN&CN NSS domain separately to create network slice subnets according to the corresponding Firewall policies as above.
1. After receiving the request to create a RAN/TN/CN NSSIs with Firewall policy and after successful mutual authentication between NS orchestration with security (e.g. Firewall) and RAN/TN/CN NSS orchestration with security (e.g. Firewall), the following actions will be taken.
1. RAN NSS domain: based on the received Firewall policy for RAN NSS domain, the RAN NSS orchestration with security (e.g. Firewall) selects a network slice subnet module from the RAN NSS resource module with security (e.g. Firewall) and checks if there is an existing RAN NSS instance satisfying the Firewall policy. If yes, the existing RAN NSS instance is reused. Otherwise, the RAN NSS orchestration with security (e.g. Firewall) requests the NFV-MANO to create a new one according to the Firewall policy. For example, security functions (i.e., Firewalls FW1 and FW2) in Figure 9-2 are deployed at the edge of RAN NSS instance for the requested 5G network slice instance. The Firewall management in RAN NSS instance is triggered to configure the policies for Firewalls FW1(e.g., DDoS protection, Carrier Grade NAT, QoS policy enforcing, Traffic Steering, etc.) and FW2 (e.g., Carrier Grade NAT, etc.). During the creation of RAN NSS instance with deploying security functions (e.g. Firewalls)  at the edge, the RAN NSS orchestration with security (e.g. Firewall) should confirm no side effect on other network slices/NSSIs if the security functions (e.g. Firewalls) of RAN NSS instance are shared by multiple network slices/NSSIs. Therefore, security policies (e.g. FW policies) per slice are maintained to enable checking if data filter policy/rule in the FW is consistent with or conflicted with data filter policy/rule applied for other NSSIs. If data filter policy/rule of one NSSI is inconsistent with or conflicted with the policy/rule of other NSSIs, one or more dedicated physical or virtualized security functions (e.g. FW or vFW) are deployed for this newly created NSSI. 
1. TN&CN NSS domain: in the same way of creating RAN NSS instance, TN NSS instance is created with deploying Firewalls FW3 (e.g., Traffic Steering, QoS policy enforcing, etc.) and FW4 (e.g., Traffic Steering, QoS policy enforcing, etc.) at the edge of TN NSSI, and CN NSS instance are created with deploying Firewalls FW5 (e.g.,  Carrier Grade NAT, etc.) and FW6 (e.g., Traffic Steering, Application Layer Gateway, Carrier Grade NAT, DDoS protection, L7 inspection, QoS policy enforcing, IPS, AV, etc.) at the edge of CN NSSI.
1. The RAN&TN&CN NSS Orchestration with security (e.g. Firewall) responds to the NS orchestration with security (e.g. Firewall) that the requested RAN/TN/CN NSS instance is created.
1. After receiving the response that network slice subnets are created from RAN&TN&CN NSS domains, the NS orchestration with security (e.g. Firewall) responds to the Network slice consuming portal that the requested E2E network slice instance with preventing network attacks at the edge is created.
In this way, this requested 5G network slice instance has the capability to prevent network attacks for inter-NS and intra-NS communications as well as to prevent network attacks at the edge of network slice (e.g., the interface N6 between CN NSS domain and the internet).
[bookmark: _Toc49874498]9.2.2 Network attacks prevention at the edge enforced and monitored during NSI running
As in Figure 9-2, security policies are enforced by six Firewalls running at the edge of RAN&TN&CN NSSIs to prevent network attacks during E2E 5G network slice instance running. In order to monitor security status of this 5G network slice instance, security data is collected and analyzed. Based on security data analytics, some new network attacks may be detected. 
When new network attacks are detected at the edge of NSS instances, the Firewall management of NSS instances will be notified to take some actions to prevent these new network attacks. For example, when new attacks are detected through the data flow between CN NSS domain and the Internet in Figure 9-2, the Firewall management of CN NSS instance will be notified to take some actions as following:
1. The Firewall management of CN NSS instance checks its Firewall policy and finds that Firewall policy could not prevent the detected new network attacks, then reconfigures FW6 with new/additional Firewall policy. After that, FW6 enforces the latest configured policy to prevent those new network attacks.
1. The Firewall management of CN NSS instance checks its Firewall policy and finds that existing Firewall policy could not prevent the detected new network attacks and may trigger to deploy a new FW to mitigate the risk. In some situation, the Firewall management of CN NSS instance does not know how to prevent those new network attacks. At this time, the Firewall management of CN NSS instance sends alarms to the CN NSS security management (e.g. Firewall). The CN NSS security management (e.g. Firewall) may know how to prevent these new network attacks, then trigger CN NSS orchestration with security (e.g. Firewall) to re-allocate security functions (e.g. dedicated Firewalls) to cooperate with the Firewall FW6. Even more, it’s possible to trigger NS orchestration with security (e.g. Firewall) to re-allocate network resource and update security requirement on associated NSSIs (e.g. TN NSSI) to cooperate with the Firewall FW6 in CN NSS. That means, this 5G network slice instance is updated.
Sometimes, the Firewall management of CN NSS instance finds that existing Firewall policy in FW6 is enough to prevent the network attacks at the edge of CN NSS instance. However, data rate increases suddenly at the edge of CN NSS instance and the capacity of FW6 is not enough to do data filtering. At this time, the Firewall management of CN NSS instance may trigger CN NSS security management (e.g. Firewall) and CN NSS orchestration with security (e.g. Firewall) to deploy additional Firewalls at the edge of CN NSS instance and cooperate with the Firewall FW6.
[bookmark: _Toc49874499]9.2.3 Creating a separate security NSS instance at the edge of NSS domains
There may be a special scenario. An enterprise requests a separate network slice instance for their corporate services. It’s assumed that base stations are deployed within the office park and radio access is secure. It’s also assumed that the communications between RAN NSS instance and TN NSS instance and CN NSS instance are secure. However, the communication between CN NSS instance and the Internet/services is not secure when the users access Internet or services. So, it’s very important to prevent network attacks at the edge of this network slice instance. 
Figure 9-3 shows to create a separate security NSS instance at the edge of network slice instance (e.g. at the edge of CN NSS instance) to prevent network attacks from different services and different network layers.

  
Figure 9-3: a separate security NSS instance at the edge of an NSI to prevent network attacks
The SEC NSS instance in Figure 9-3 is a network slice subnet instance which is responsible for detecting network attacks and preventing them automatically at the edge of a network slice instance. Of course, SEC NSS instance may be created and put at the edge of each NSS domain to prevent network attacks.
When creating RAN&TN&CN NSS instances, NS orchestration with security (e.g. Firewall) also creates a SEC NSS instance to protect Internet/Service interface of the network slice instance with security requirements included in service/slice profile. The SEC NSS security orchestration may create or reuse a security NSS instance to satisfy the security requirement. For example, the SEC NSS security management breaks down the requirement to security functions (e.g. Firewalls) and polices of Firewalls, then deploys Firewalls and configure corresponding policies on them.
During runtime, the Firewall proceeds the ingress/egress traffics based on the polices, and report Firewall status and events. The SEC NSS security orchestration may trigger to update, scale Firewall based on security requirement change, network capacity change or security posture changes, etc. 
SEC NSS instance has the capability to prevent network attacks from different services and different network layers which is shown in Figure 9-3. For example, The SEC NSS security orchestration deploys and configures security functions “Security Gateway” and “Firewall” for service A, security function “Firewall” for service B, security function “WAF” for service C (e.g., internet services), etc.
[bookmark: _Toc49874500]10	Network slice management data tamper-proof and access control
[bookmark: _Hlk49794935][Editor note: This clause is to study feasible mechanisms to make network slice management data tamper-proof and traceable as well as to guarantee that only authorized user can access network slice management data. Detailed technical solutions will be put in Annex D.]
[Editor note: TMF studied SLA monitoring based on blockchain to reduce number of disputes between Vendors and Service Providers as both have full visibility of SLAs [b-TMF-blockchain-SLA].]
According to Figure 6-1, a network slice instance may be composed of one or more active network slice subnet instances, and a network slice subnet instance may be composed of a set of managed run-time network functions and/or transport networks. That means, there are some participants/partners (e.g., network slice provider, network slice subnet provider, transport network provider, software provider, hardware provider) who collaborate and cooperate to provide customized network slices for a variety of vertical industries. 
During network slice instance running, vertical industries may periodically check network slice management data (e.g., performance data, fault data, configuration data, security data) to ensure that the performance and/or availability of network slices conforms to the Service Level Agreements. If the service performance is not so good or the network slice is not available, all the participants/partners may turn to network slice management data to find out what has happened, how it has happened and who is responsible for this issue. 
The participants/partners at fault may be motivated to tamper network slice management data (by adding, removing, or manipulating a part of network slice management data or the entire network slice management data) in order to hide their fault. Even worse, the participant/partners at fault may try to tamper the network slice management data and fabricate a scenario in which another participant/partner becomes the main reason behind failure and, therefore, responsible for the caused damage. Given that network slice management data is generated and stored in each participant's/partner’s own data centre, there are many tampering possibilities. 
Therefore, it is very important to make network slice management data tamper-proof, traceable, verifiable and immutable. In this way, the trust is established among the participants/partners who collaborate and cooperate to provide customized network slices for a variety of vertical industries. Furtherly, it’s possible to track the participants/partners who are responsible for the issue when the network slice is not available, or its performance is not so good. Moreover, it’s also important to guarantee that only authorized data consumer can access network slice management data.
Configuration data is sensitive since a skilled attacker may use system configuration data to penetrate network slice system. Moreover, it’s very important to verify that configuration data is defined/created by an authentic party and is not modified during the transportation. So, it is required to provide authenticity, confidentiality and integrity for configuration data.
In order to launch cyber-attacks on the network, the attacker may tamper the configuration data via illegal tactics, such as tampering configuration data during its storage through unauthorized access or tampering the configuration data during its transportation in plaintext. After that, the attacker may remove the access record from the system log. So, it’s very difficult to know who tampers the configuration data and attacks the network. 

[bookmark: _Toc49874501]Annex A

Security threats to network slice management and orchestration
(This annex forms an integral part of this Recommendation.)
Major security threats to network slice management and orchestration in Figure 6-1 are described in Annex A.
[bookmark: _Toc49874502]A.1 Security threats to the logical functions of NS&NSS management and orchestration
Major security threats to the logical functions of NS&NSS management and orchestration are described as follows:
· Spoofing attacks;
· Theft of service; 
· Leakage of sensitive information about network slice consumers, such as service requirements, network slice profile, identity information of the consumers, etc.;
· Denial of service attacks and flooding attacks against NS&NSS management and orchestration platform;
· Masquerade as a valid NS&NSS management and orchestration platform;
· Misconfiguration of NS&NSS management and orchestration platform;
· Attacks on OAM and its traffic;
· Tampering network slice management data (e.g. fault/performance/configuration/security data);
· Fraudulent software update/configuration changes;
· Environmental/side channel attacks against the logical functions of NS&NSS management and orchestration.
[bookmark: _Toc49874503]A.2 Security threats to service-based interfaces for the logical functions of NS&NSS management and orchestration
Major security threats to service-based interfaces for the logical functions of the NS&NSS management and orchestration are described as follows:
· Leakage of sensitive information about network slice consumers, such as service requirements, network slice profile, identity information of the consumers, etc.;
· Theft of service if authentication/authorization credentials are transferred uncyphered;
· Eavesdropping of sensitive information during transferring;
· Man-in-the-Middle attacks that actively modify the messages between the logical functions of the NS&NSS management and orchestration;
· Lack of availability caused by malformed messages due to unnoticed modifications during transferring;
· Unauthorized modification of information during transferring;
· Loss of control if authentication/authorization credentials are replayed;
· Causing a Denial of Service situation by successfully forcing the logical function of NS&NSS management and orchestration to perform service request.
[bookmark: _Toc49874504]A.3 Security threats to the interface between the NSS management and orchestration and the NFV-MANO/NFM/TNC
The security threats in Annex A.2 are also applied to the interface between the NSS management and orchestration and the NFV-MANO/NFM/TNC.

[bookmark: _Toc49874505]Annex B

Capabilities of logical functions at NFV layer to support network slice management and orchestration
(This annex forms an integral part of this Recommendation.)
This Annex B is to describe the capabilities of logical functions at NFV layer to support securing network slice management and orchestration, creating network slice instance with customized security services, monitoring network slice instance running status to ensure that service level agreements are consistently met, and so on.
[bookmark: _Toc49874506]B.1 General capabilities of logical functions at NFV layer
According to Figure 6-1, general capabilities of the logical functions [b-ETSI GS NFV-MAN 001] at NFV layer are summarized as below.
· The NFVO (NFV orchestrator) is responsible for the orchestration of NFVI resources across multiple VIMs and the lifecycle management of network services. NFVO includes network service catalog, VNF catalog, NFV instance inventory and NFVI resources.
· The VNFM (VNF manager) is responsible for the lifecycle management of VNF instances.
· The VIM (Virtualised infrastructure manager) is responsible for controlling and managing the NFVI compute, storage and network resources. SDN control module including data forward policies may be included into the VIM.
· The NFVI (NFV Infrastructure) is to store the information about available/reserved/allocated NFVI resources (e.g. vCompute, vStorage, vNetwork) as abstracted by the VIM.
· The VNFs are virtualized network functions. The PNFs are physical network functions.
· The Network Service (NS) Catalogue represents the repository of all of the on-boarded Network Services, supporting the creation and management of the NS deployment templates (Network Service Descriptor (NSD), Virtual Link Descriptor (VLD), and VNF Forwarding Graph Descriptor (VNFFGD) via interface operations exposed by the NFVO.
· The VNF Catalogue represents the repository of all of the on-boarded VNF Packages, supporting the creation and management of the VNF Package (VNF Descriptor (VNFD), software images, manifest files, etc.) via interface operations exposed by the NFVO. Both NFVO and VNFM can query the VNF Catalogue for finding and retrieving a VNFD, to support different operations (e.g. validation, checking instantiation feasibility.
· The NFV Instances repository holds information of all VNF instances and Network Service instances. Each VNF instance is represented by a VNF record, and each NS instance is represented by an NS record. Those records are updated during the lifecycle of the respective instances, reflecting changes resulting from execution of NS lifecycle management operations and/or VNF lifecycle management operations. This supports NFVO's and VNFM's responsibilities in maintaining the integrity and visibility of the NS instances, respectively VNF instances, and the relationship between them.
· The NFVI Resources repository holds information about available/reserved/allocated NFVI resources as abstracted by the VIM across operator's Infrastructure Domains, thus supporting information useful for resources reservation, allocation and monitoring purposes. As such, the NFVI Resources repository plays an important role in supporting NFVO's Resource Orchestration and governance role, by allowing NFVI reserved/allocated resources to be tracked against the NS and VNF instances associated with those resources (e.g. number of VMs used by a certain VNF instance at any time during its lifecycle)
[bookmark: _Toc49874507]B.2 Security requirements for the logical functions at NFV layer
	It is required that the NFV-MANO and the NFM (Network Function Manager) have the capability to authenticate the NSS management and orchestration before the NSS management and orchestration requests to create network service instance and/or collect network data (e.g., network link status, security, QoS, bandwidth, throughput, latency, etc.).

	It is required that the NFV-MANO and the NFM have the capability to authorize the NSS management and orchestration before the NSS management and orchestration requests to create network service instance and/or collect network data (e.g., network link status, security, security, QoS, bandwidth, throughput, latency, etc.).

	It is required to have the capability to support integrity protection for data transportation via the interface between the NFV-MANO/NFM and the NSS management and orchestration.

	It is required to have the capability to support confidentiality protection for data transportation via the interface between the NFV-MANO/NFM and the NSS management and orchestration.

	It is required to have the capability to support replay protection for data transportation via the interface between the NFV-MANO/NFM and the NSS management and orchestration.

	It is recommended to have the capabilities to support integrity protection for the network service catalog (i.e. network service chain template) during transmission and in storage.

	It is recommended to have the capabilities to support confidentiality protection for the network service catalog (i.e. network service chain template) during transmission and in storage.

	It is recommended to have the capability to create security service chain to provide customized security service (e.g. integrity protection, confidentiality protection, hardware isolation, software isolation, anti-DDoS attack, Anti-virus and anti-malware software) in order to satisfy the security requirements from the NSS management and orchestration.

	It is recommended to have the capability to create a separate network service instances to provide customized security services.

	It is recommended to have the capability to evaluate if the network service catalog (i.e. network service template) can satisfy the security requirements of the requested network service resource from the NSS management and orchestration.

	It is recommended to have the capability to evaluate if the available, feasible and active network service instances can satisfy the security requirements of the requested network service resource from the NSS management and orchestration.

	It is required to have the capability to support the isolation between network service instances.

	It is required to support integrity of managed services and management functions at the NFV layer.

	It is recommended to have the capability for automated attack/incident detection, identification, prevention, and mitigation of network service instance.

	It is recommended to have the capabilities for monitoring and collecting the activities, status, anomalous events of the instances of VNFs and physical network functions (PNFs).

	It is recommended to have the capabilities for analyzing the collected data and providing reports on the behavior of the instances of VNFs and physical network functions (PNFs).

	It is recommended to have the capabilities for storing and retrieving collected data, analysis reports and logging records in the NFV-MANO and in the NFM.

	It is recommended to provide integrity protection for the collected data, analysis reports and logging records stored in the NFV-MANO and in the NFM.

	It is optionally to provide confidentiality protection for the collected data, analysis reports and logging records stored in the NFV-MANO and in the NFM.

	It is required to support integrity protection for management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) stored in the NFV-MANO and in the NFM.

	It is required to support non-repudiation/tamper-proof of management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) stored in the NFV-MANO and in the NFM.

	It is recommended to support confidentiality protection for management data (e.g. fault, configuration, performance, security, and data related to management functions such as logs) stored in the NFV-MANO and in the NFM.


[bookmark: _Toc49874508]B.3 Security capabilities of the logical functions at NFV layer
In order to provide customized security services for the industry verticals, some logical functions of NFV-MANO/NFM in Figure 8-1 are improved with security capabilities; and some new logical security functions are introduced in this recommendation.
The NFV-MANO authentication and authorization and NFM authentication and authorization are logical functions introduced in this recommendation and has the following capabilities: 1) to authenticate the NSS management and orchestration based on the certificate [IETF RFC 4306] [IETF RFC 5246]; 2) to authorize the NSS management and orchestration to request the allocation resource of network service based on the certificate [IETF RFC 4306] [IETF RFC 5246].
The security service catalog is a logical function introduced in this recommendation with the following capabilities: 1) to store all of the on-boarded security service; 2) to support the creation and management of the security service resource model; 3) to support create network slice subnet instance (i.e. NSS_security).
The NFV security manager, defined in [ETSI NFV-SEC 013], is a logical function to manage the security on a network service over its entire lifecycle.
The NFVI security manager, defined in [ETSI NFV-SEC 013], is a logical function to build and manage the security in NFVI to support NFV security manager requests for managing security of network services in higher layer.
The VSF (Virtual Security Function), defined in [ETSI NFV-SEC 013], is a special type of VNF with tailored security functionality (e.g. firewall, IDS/IPS, virtualized security monitoring functions). 
The VSF catalog is a specific type of VNF catalog defined in [ETSI NFV-SEC 013].
The VSF instance is a specific type of VNF instance defined in [ETSI NFV-SEC 013]. 
The NFVI-based Security Function, defined in [ETSI NFV-SEC 013], is a security function provided by the NFV Infrastructure. It includes virtualized security appliances or software security features (e.g. hypervisor-based firewalls) and hardware-based security appliances/modules/features (e.g. Hardware Security Modules, Crypto Accelerators, or Trusted Platform Modules).
The PSF (Physical Security Function), defined in [ETSI NFV-SEC 013], is a conventionally realized security function in the physical part of the hybrid network.
[bookmark: _Toc49874509]B.4 Isolation capabilities of the logical functions at NFV layer
In order to provide a 5G network slice isolated with fine-grained E2E slice isolation policy, some logical functions of NFV-MANO/NFM in Figure 9-1 are improved with some isolation capabilities as below:
· the logical function NFVO Isolation monitoring of the NFVO supports collecting isolation relevant data in the access/core network and reporting it to the logical function RAN/CN NSS security monitoring (e.g. isolation monitoring).
· NFVO NBI (North-Bound Interface) is extended to support isolation policies (e.g., NS isolation, virtualized network function isolation, vCompute isolation, vStorage isolation, hardware location isolation, security capability isolation, virtual link isolation) for network service to support RAN/CN NSS isolation.
· VNFM NBI is extended to support isolation policies (e.g., VNFCI (VNF Component Instance) isolation, vCompute isolation, vStorage isolation, hardware location isolation, security capability isolation, virtual link isolation) for VNF to support constituent managed function of RAN/CN NSS.
· NFM NBI is extended to support isolation policies such as security capabilities (e.g., authentication, confidentiality, integrity, non-repudiation), location isolation of physical network function, network link isolation, etc.
[bookmark: _Toc49874510]B.5 Information element of network service/PNF/VNF related to network resource isolation policy
According to the descriptor of network service/ PNF/VNF in [b-ETSI GS NFV-IFA 011] [b-ETSI GS NFV-IFA 014] [b-ETSI GR NFV-SEC 009], the information elements related to network resource isolation policy are selected and shown in Figure Annex B-1.


Figure Annex B-1 Information element of network service/PNF/VNF related to network resource isolation policy
 

[bookmark: _Toc49874511]Annex C

Capabilities of logical functions at transport network layer to support network slice management and orchestration
(This annex forms an integral part of this Recommendation.)
This Annex C is to describe the capabilities of logical functions at transport network layer to support securing network slice management and orchestration, creating network slice instance with customized security services, monitoring the network slice instance running status to ensure that service level agreements are consistently met, and so on.
[bookmark: _Toc49874512]C.1 Security capabilities of the logical functions at transport network layer
In order to provide customized security services for the industry verticals, the logical Transport network controller (TNC) in Figure 8-1 is improved with security capabilities.
The TNC authentication and authorization is logical functions introduced in this recommendation and has the following capabilities: 1) to authenticate the NSS management and orchestration based on the certificate [IETF RFC 4306] [IETF RFC 5246]; 2) to authorize the NSS management and orchestration to request the allocation resource of transport network based on the certificate [IETF RFC 4306] [IETF RFC 5246].
[bookmark: _Toc49874513]C.2 Isolation capabilities of the logical functions at transport network layer
In order to provide a 5G network slice isolated with fine-grained E2E slice isolation policy, the logical Transport network controller (TNC) in Figure 9-1 is improved with some isolation capabilities as below:
· to support creating a dedicated physical or logical data transport channel for a specific slice/slice group. For example, a tenant requests to create a E2E network slice with physical isolation, the logical function Transport network controller (TNC) should have the capability to create a dedicated data transport channel with allocating dedicated physical router, dedicated physical switches and dedicated physical circuits, as well as to configure the edge router to prevent the data of other S-NSSAIs from being transported through this dedicated physical data transport channel.
· to collect isolation relevant data in the transport network and report it to the logical function TN NSS security monitoring (e.g. isolation monitoring).
[bookmark: _Toc49874514]C.3 Isolation capabilities of the logical functions at transport network layer
Table C-1 shows the mapping between network resource isolation policy and network resource allocation policy, and the mapping between traffic isolation policy and data traffic forward policy, respectively. 
Table C-1: mapping between slice isolation policy in TN NSS layer and data forward policy in transport network
	data forward policy in transport network
	slice isolation policy in TN NSS layer

	

Transport network resource allocation policy
	
Router
	standard/undifferentiated
	no isolation
	

Network resource isolation policy

	
	
	dedicated hardware
	physical network function isolation
	

	
	
	dedicated software/virtual
	logical network function isolation
	

	
	
Switch
	standard/undifferentiated
	no isolation
	

	
	
	dedicated hardware
	physical network function isolation
	

	
	
	dedicated software/virtual
	logical network function isolation
	

	
	
Channel

	standard/undifferentiated
	no isolation
	

	
	
	dedicated hardware
	physical network link isolation
	

	
	
	dedicated software/virtual
	logical network link isolation
	

	







Data traffic forward policy
	


IPsec
	no IPsec
	no integrity / confidentiality
	no isolation
	







Traffic isolation policy



	
	
	IPsec AH
	data origin authentication
	medium-level isolation with data origin authentication (security protection level isolation)
	

	
	
	
IPsec ESP
	data origin authentication, data integrity, data confidentiality, detection & rejection of replays
	high-level isolation with integrity & confidentiality protection (security protection level isolation)
	

	
	
Filter rules
	ACL - white list
	data from specific list of VLAN_IDs to be forwarded
	data type 1, data type 3, …
	data type 1: bank service, data type 3: finance service, data type 15: gaming service, … 

data type 1 and data type 3 could be grouped and transported over one VLAN_ID, over which data type 15 could not be forwarded 
(data type isolation)
	

	
	
	ACL - black list
	data from specific list of VLAN_IDs to be dropped
	data type 15, …
	
	

	
	
	other rules
	……
	…
	

	
	





DSCP  classes [IETF RFC 4594]
	DF (CS0)
	standard
	no isolation
	

	
	
	AF21, AF22, AF23
	low-latency data
	uRLLC data (Service type isolation)
	

	
	
	AF11, AF12, AF13
	high-throughput data
	eMBB data (Service type isolation)
	

	
	
	CS1
	low-priority data
	mMTC data (Service type isolation)
	

	
	
	CS4
	real-time interactive
	[bookmark: _Hlk41759526]real-time interactive video conference data (Video type isolation)
	

	
	
	CS3
	broadcast video
	broadcast video data (Video type isolation)
	

	
	
	AF31, AF32, AF33
	multimedia streaming
	multimedia streaming data on demand (Video type isolation)
	

	
	
	…
	…
	…
	





[bookmark: _Toc49874515]Appendix I

Mechanisms on network slice management data tamper-proof and traceable
(This appendix does not form an integral part of this Recommendation.)
[editor note: to consider moving Appendix I back to Annex D or establishing a new work item on this topic (i.e., making network slice management data tamper-proof and traceable) at Q2 in the future meeting]
Feasible mechanisms to make network slice management data tamper-proof and traceable are described in this Appendix I.
[bookmark: _Toc49874516]I.1 network slice management data tamper-proof and traceable based on DLT
Annex I.1 is to make network slice management data tamper-proof and traceable based on Distributed Ledger Technology (DLT).I.1.1 DLT-based data model for network slice management data.
Generally, the volume of fault/performance/security data of network slice management is too big to be stored at the distributed ledgers or blocks. The volume of configuration data/parameter is small. However, configuration data/parameter is sensitive and cannot be stored at the distributed ledgers or blocks as a plaintext. So, only some attributes of network slice management data (e.g. fault/performance) in Table I -1 are stored at the distributed ledgers or blocks. While raw network slice management data is collected and stored at the traditional datacentre. If raw network slice management data is modified intentionally or unintentionally, the modification will be detected with the associated attributes stored at the distributed ledgers or blocks.
Table I-1 attributes of network slice management data to be stored at distributed ledgers or blocks
	data_index
	data_type
	data_generator
	data_user
	timestamp
	data_storage_location
	data_hash
	signature


The attributes in Table I -1 are defined as following:
· data_index: an identifier to indicate the index of network slice management data attributes. 
· data_type: a flag to indicate data types of network slice management data, such as fault data, performance data, configuration data, security data, and so on.
· data_generator: an identifier to indicate the network function which generates the relevant network slice management data. The data_generator comprises the identifier of the network function and the identifier (e.g., a public key) of the associated service provider who manages/administrates the network function. According to Figure 8-1, the network function may be PNF, VNF, VIM, VNFM, NFVO, NFM, Transport network controller, NSS data collection, NSS security data collection, NS data collection, NS security data collection, and so on. The corresponding service provider may be network slice provider, network slice subnet provider, transport network provider, core network provider, access network provider, software provider, hardware provider, and so on. 
· data_user: an identifier to indicate the network function which consumes the relevant slice management data. The data_user comprises the identifier of the network function and the identifier (e.g., a public key) of the associated service provider who manages/administrates the network function. 
For example, the NSS security monitoring of each NSS domain in Figure 8-1 stores the network slice instance relevant security data attribute to the distributed ledger or block. In order to know the security status of the E2E network slice instance, the NS security monitoring accesses security data attribute stored at the distributed ledger or block, gets the corresponding security data from the database of relevant NSS domains (e.g. AN/TN/CN NSS domain), and then analyses the security data correlatively. The NSS security monitoring of AN/TN/CN NSS domain is the security data generator and the corresponding service provider is AN/TN/CN NSS provider. So, the data_generator comprises the identifier of the NSS security monitoring of AN/TN/CN NSS domain and the identifier of AN/TN/CN NSS provider (e.g., a public key). The NS security monitoring is the security data consumer and the corresponding service provider is the network slice provider. So, the data_user comprises the identifier of the NS security monitoring and the identifier of the network slice provider (e.g., a public key).
· timestamp: the time of network slice management data collected or generated.
· data_storage_location: the location of network slice management data storage, which may be a file, or a table of database, or an entry of a table.
· data_hash: a hash value of the network slice management data.
· signature: the signature is generated with the private key of the attribute generator (i.e. relevant service provider). 
Figure I -1 shows the structure of one distributed ledger/block to store the attributes of network slice management data in Table I-1. The relevant network slice management data is stored at the database with the location indicated by the attribute data_storage_location in Table I -1.


Figure I-1 structure of one ledger/block to store the attributes in Table I -1
[bookmark: _Toc49874517]I.1.2 DLT-based data storage for the attributes of network slice management data
[bookmark: _Hlk49793948]According to Figure 6-1, there are some participants/partners who collaborate and cooperate to provide customized network slices for a variety of vertical industries. Those participants/partners comprise network slice provider, network slice subnet provider, transport network provider, core network provider, access network provider, software provider, hardware provider, and so on. In order to make network slice management data tamper-proof and traceable and then furtherly ensure that the network slices conform to the Service Level Agreements [b-TMF-blockchain-SLA], those participants/partners could build trust between them based on consortium blockchain and store the attributes of network slice management data to the distributed ledgers/blocks, which is shown in Figure I-2.


 Figure I-1 building trust between participants/partners based on consortium blockchain

In order to build trust between participants/partners and support storing attributes of network slice management data to the distributed ledgers/blocks, all network functions relevant to manage/store network slice management data should install a logical function DLT agent, which is shown in Figure I-3. The logical function DLT agent is describe in clause I.1.3.

 
Figure I-3 DLT agent to support storing attributes of network slice management data to the distributed ledgers/blocks
[bookmark: _Toc49874518]I.1.3 DLT-based network slice management data storage and access
The implementation of DLT-based network slice management data storage and access is shown in Figure I-4.

  
[bookmark: _Hlk46652755]Figure I-4 DLT-based network slice management data storage and access
In Figure I-4, the logical function DLT agent act as both the data attributes generator and user network slice management data. The DLT agent has the following components:
· Public/private key pair storage: to store public/private key pairs for the service provider who manages/administrates the relevant network functions/services together with network slice management data.
· Data attributes posted to chain: to generate the attributes of network slice management data according to Table I-1, and then send/post the data attributes to the DLT-based data management node which is capable to generate a new block/ledger. The DLT-based data management node aggregates the attributes, creates a new block/ledger then publishes the new block/ledger to the chain.
· Data access control: to validate the “access_token” which is generated by the DLT-based data management node. If validating successfully, the location of the requested data will be sent to the data user.
· Data integrity check: to check if the network slice management data is tampered or not with the value of data_hash, one of the attributes defined in Table I-1.
· Data encryption: to encrypt data especially configuration data before the data is sent to the data attributes user.
· Data decryption: to decrypt data especially configuration data in ciphertext after it is received from the data attributes generators.
In Figure I-4, the logical function DLT-based data management node acts as a blockchain node and has the capability of creating new blocks/ledgers and keeping a full copy or its own local copy of the blockchain. The DLT-based data management node is deployed in the server side, as a stand-alone network function or integrated with any of network management functions. Each service provider may have its own DLT-based data management node.
The DLT-based data management node has the following components:
· Registration of data attributes generator and user/consumer: to manage the registration of service provider who generates and/or uses/consumes network slice management data. The unique identifier of data attributes generator or data attributes user/consumer includes the identifier of network function and the corresponding service provider’s public key together with other parameters. Data attributes generator and data attributes user/consumer should keep the corresponding private key by themselves via DLT agent.
· Data authorization management: to authenticate data attributes user/consumer who requests access network slice management data and then to authorize the data attributes user/consumer to access the requested data. After successful authentication and authorization, “access_token” is generated and responded to the data attributes user/consumer.
· Ledger/block: to store the ledgers/blocks which include the attributes of network slice management data. 
For example, in order to know the security status of the E2E network slice instance in Figure 8-1, firstly the NS security monitoring should get the corresponding security data from all its constituent parts, such as NSS security monitoring of access network, NSS security monitoring of transport network, NSS security monitoring of core network, Transport network controller, NFV security manager, Security function manager, and so on. In order to simplify the description of the procedures, it’s assumed that one NSS security monitoring is the security data attributes generator and NS security monitoring is the security data attributes user/consumer. 
According to the step “1) Data attributes posted to the chain” of Figure I-4, the procedure of NSS security monitoring storing the attributes of network slice management data is described as following:
1. The component data attributes posted to chain of the DLT agent in NSS security monitoring sends the attributes of security data to the DLT-based data management node periodically or responsive to a request from the NS security monitoring. The attributes of security data are generated according to DLT-based data model in Table I-1, of which data_type is security data, and data_generator comprises the identifier of NSS security monitoring and the public key of associated network slice subnet provider.
1. The DLT-based data management node aggregates the data attributes, creates a new block/ledger then publishes the new block/ledger to the chain. 
1. The DLT-based data management node keeps a full copy or its individual copy of the blockchain.
According to the step “2) Accessing network slice management data” of Figure I-4, the procedure of NS security monitoring accessing data is described as following:
2.1) The DLT agent of NS security monitoring (as data attributes user) sends the message “data attributes access request” to the DLT-based data management node in order to access the attributes of security data. This request includes network slice provider’s public key, network slice subnet provider’s public key, network slice instance information, data type (i.e. security data), the time of raw security data collected or generated. 
2.2) The DLT-based data management node authenticates the data attributes user i.e. network slice provider with its public key, then checks if the data_user list includes the requested network slice provider. If the requested network slice provider is authenticated successfully and is founded in the data_user list, the DLT-based data management node generates an “access_token” and sends the message “data attributes access response” to the DLT agent of NS security monitoring (as data attributes user). This response message includes data storage location “data_storage_location”, hash value of raw data “data_hash”, and the access token “access_token”.
2.3) After receiving the message “data attributes access response” from the DLT-based data management node, the DLT agent of NS security monitoring (as data attributes user) sends the message “data access request” to the DLT agent of NSS security monitoring (as data attributes generator) in order to access the raw security data. This request message includes network slice provider’s public key, data storage location “data_storage_location”, and the access token “access_token”.
2.4) After receiving the message “data access request” from the DLT agent of NS security monitoring (as data attributes user), the component data access control of the DLT agent in NSS security monitoring (as data attributes generator) validates the “access_token”. If the “access_token” is valid, the component data access control of the DLT agent in NSS security monitoring (acting as data attributes generator) indicates that DLT agent in NSS security monitoring sends the message “data access response” back to the DLT agent of NS security monitoring (as data attributes user). This response message includes the requested raw security data. After receiving the requested raw security data, the component data integrity check of the DLT agent of NS security monitoring (as data attributes user) calculates the hash value of the received raw security data, comparing the calculated hash value with the hash value “data_hash” received from the DLT-based data management node. If these two hash values are equal, the raw network slice management data is not tampered.
In this way, the data tampering can be detected. Moreover, it’s guaranteed that only authorized data user can access raw network slice management data.
According to Figure I-4, the components Data encryption and Data decryption of the DLT agent are used for configuration data storage and access since the configuration data is sensitive. However, the corresponding procedures are not mentioned in this Recommendation in order to simplify the description. 

[bookmark: _Toc49874519]I.2 network slice management data tamper-proof and traceable based on xxxx
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