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1
Decision/action requested

It is proposed to approve the changes to solution #20 in TR 33.809.
2
Rationale

This contribution addresses the editor notes in 6.20.2.4.  
3
Detailed proposal

****START OF CHANGES ***
6.20.2.4
Procedures for digital signature request and response

The overall procedure for gNBs to request digital signatures is given below. 
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Fig 6.20.2.4-1 Procedure for DS request

SIB Digital Signing Requests and responses have impact on the N2 interface by consuming network bandwidth and adding processing overhead. 

The actual bandwidth consumption depends on the frequencies of signing requests and responses being exchanged between gNB and AMF. We assume that static fields are signed by DSnF and dynamic fields (e.g., SFN) are signed by gNB (e.g., using secondary signing keys such as a short-lived key pair of shorter key length or symmetric keys as used in TESLA). We further assume that periodicity of DSnF signing of static fields and secondary signing keys is the maximum duration of SFN cycle, which is 10.24 seconds (10 ms x1024). This means that a DSnF signed messages can be rebroadcasted for every 10.24 seconds.  
Editor Note: Evaluation of the usage of the TESLA protocol is FFS.
Further assume that a SIB is of maximal size of 2976 bits (372 bytes) [2] and the digital signature algorithm is 256-bit ECDSA with the digital signature of 64 bytes. We further assume that the response also contains secondary signing keys. If TESLA is used, the secondary signing keys are a chain of 1023 keys of 256bit each. However only the first key on the chain needs to be sent by DSnF to gNB, since the rest keys can be computed from the first key. Note the last key is signed by DSnF as the anchor key, and the rest keys on the chain are used in reversed order to sign dynamic fields (e.g., SFN). In this case, a signing response is of 192 bytes (64 bytes + 32 bytes) considering only the signature and the secondary signing keys. If a short-lived key public key is used to sign dynamic field, the response would be larger. 

Without considering the overhead from other data (e.g., packet headers), the bandwidth consumption for each request and response is of 372 bytes and 96 bytes respectively. 
Without considering response aggregation, there would be 8438 (24x3600/10.24) signing requests and responses exchanged between a gNB and an AMF. Without considering the bandwidth overhead from other accompanying data in each request and response, the total bandwidth consumption from signing requests and responses are about 3.2MB and 0.8MB respectively. When the number of SIBs to be protected increases, the bandwidth consumption from a signing request increases. 
When signing requests are aggregated, bandwidth consumption from a signing request is reduced. For example, if each signing request asks for 60 digital signatures (to be used for next ten minutes), the bandwidth consumption from sending signing requests would be reduced by 60 folds to50K bytes per day. 

From AMF perspective, one AMF may interact with a number of gNBs. Thus, the bandwidth consumption at the AMF is proportional to the number of served gNBs and the number of cells configured at each gNB, and inversely proportional to the number of requested signatures in each signing request. The table below provides bullbalk estimates of bandwidth and processing overhead at AMF, based on the estimation at gNB (with one configured cell) as described above. 

	Frequency of broadcasting a new signature
	Total # of signatures required per day


	# of signatures asked per signing request
	Total # of signing requests per day
	Total bandwidth overhead (bytes) at gNB per day
	# of served gNBs per AMF
	Total # of messages processed at AMF 
	Total bandwidth overhead at AMF (bytes)

	 Every 10.24 seconds

	3600 x 24/10.24=8438
	1
	8438
	Signing Requests: 3.2M

Signing responses: 0.8M
	100
	Signing requests from all gNB: 

=

Signing responses to all gNB:

=

843,800
	Signed requests from all gNB: 314M
Signing responses to all gNB: 81M

	
	
	
	
	
	1000
	Signing requests from all gNB: 

=

Signing responses to all gNB:

=

86,400,000
	Signed requests from all gNB: 3.2G

Signing responses to all gNB: 800M

	
	
	60 

(each request asks 60 signatures to be used for 10 minutes)
	6x24=144
	Signing Requests: 50K
Signing responses: 0.8M
	100
	Signing requests from all gNB: 

=

Signing responses to all gNB:

=

14,400
	Signed requests from all gNB: 5.4M
Signing responses to all gNB: 81M

	
	
	
	
	
	1000
	Signing requests from all gNB: 

=

Signing responses to all gNB:

=

144,000
	Signed requests from all gNB: 53.6M
Signing responses to all gNB: 800M



Although gNB needs to send signing requests and receive signing response periodically, a constant connection between gNB and AMF may or may not need to be maintained. In the example used above, a gNB sends a signing request to AMF every 10 minutes. A constant connection could be maintained between gNB and AMF, but such connection could also be closed and reopen for each request. Optimization can be left to implementation. 

***END OF CHANGES***

