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1
Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.

In this contribution, we give some comments about software integrity verify. If a suitable solution can’t be put forward, we kindly ask SA3 to delete annex A.1 in 33.820.
2
References

(Reference - in list form - should be made to previous SA3/3GPP/etc. documents.)

3
Rationale

(with bullet points, the reasons for the proposed action. 
The objectives of the proposal should be clearly stated. 
Rejected alternative solutions should be mentioned if this aids understanding).
In the 33.820 Annex A.1, there is a method to verify the software updates, it is the following. Some comments have been put forward in line.

A.1 Mechanism to verify the software updates 
Software update process will influent the integrity state of H(e)NB, One principle to verify the changes for the H(e)NB resulted by the software updates is that the platform integrity of the H(e)NB is verified before and after the software updates by the core network. 

The overview process of the mechanism can be depicted in Figure A.1, 

1. The software updates is initiated between the OAM server and the H(e)NB

2. The OAM server requests the PVE to verify the integrity of the H(e)NB.

3. The PVE checks the security status of the H(e)NB.

4. The PVE sends the result to the OAM server.

5. OAM server checks the received result. If it is correct then OAM server performs the software updates
, and computes the expected RIM (Reference Integrity Metric)of the H(e)NB after software updates and the RIM of the software the H(e)NB updated.

6. The software updates process is performed, during which the OAM server sent the RIM of the updated software to the H(e)NB.

7. H(e)NB installs the received software locally .After the software updates, the integrity of the H(e)NB will be re-measured to get the current TIM(Target Integrity Metric) of the H(e)NB.  
Based on the received RIM of the software and the old TIM , H(e)NB computes expected TIM of the H(e)NB after software updates , and compares it with the current TIM to certify the software has been installed correctly .

    This step may be executed depending on the specific policy of the H(e)NB.

8. The H(e)NB sent a message to the OAM server about the completion, including the current TIM of the H(e)NB.

9. The OAM server compares the TIM of the H(e)NB with the expected RIM in local, if they are matched, then updates the RIM of the H(e)NB in local, otherwise, appropriate measures should be taken.
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Figure A.1  Overview process of the Mechanism to verify the software updates

NOTE 1: In FigureA.1 the OAM server is an element lies in the core network. Other entities needed in implementation, such as SeGW of the network are omitted for the sake of simplicity of the process description. 
NOTE 2: This is one possible method of performing software update verification which references TCG.

4
Detailed proposal

In my opinion, if something is wrong with the integrity of a H(e)NB, I don’t think it is easy to recover the H(e)NB besides maintaining it locally, moreover, if many H(e)NBs were attacked, how can we deal with that? My opinion is that the server check the H(e)NB will cause that and I can’t find a good solution to resolve it.
So I don’t think this method is a suitable one to verify the integrity of a H(e)NB, we kindly ask SA3 take this into account, my suggestion is to delete this method in 33.820.
�if there is something wrong with the integrity of a H(e)NB, how to recover the H(e)NB? Take a special case into account, if there is an weakness in the OS and an attacker modifies many H(e)NBs’ softwares, how to recover all these H(e)NB? 


How to check the security status at the first time?





�1.I don’t think it is clear how to understand these two steps. and it isn’t consistent with the content in the following chart.


2.The expected TIM was computed by the recieved RIM,  if something is wrong with the software, is the software update process ok? 


3. is the new TIM matched with the old one? I don’t think they are matched. if they are not matched,why does we need this?
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9. Verify the integrity of the H(e)NB: compare the TIM of of the H(e)NB with the expected RIM in local and update the RIM of the H(e)NB in local


 2. H(e)NB  integrity  resquest  


  4. H(e)NB integrity response


8. Software updates completed message, including the current TIM of the H(e)NB



