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Decision/action requested

Acceptance of additions in Solution #9 of TR33.850.
2
References

3
Rationale

This pCR:
· Describes an additional communication optimized approach “Communication optimized approach 2” for optimizing the key update procedure. 
· Includes a detailed overhead comparision of the different approaches for key update. This comparison can be used to compare the performance of similar solutions in TR 33.850 relying on related key hierarchies. 
· Applies “Communication optimized approach 2” instead of the current “Communication optimized approach 1” to Solution 11 since it leads to better performance in some circumstances. 

· Finishes the conclusions by describing how the performance of the proposed key update approaches depends on the membership changes and the maximum amount of data that can be protected with a group key before a group key update is required. 
4
Detailed proposal

***
BEGIN OF 1st CHANGE
***
6.9
Solution #9: Key update solution 
6.9.1
Solution overview

This solution addresses Key Issue 3 to support the update or revocation of the group key. 

This solution is described in the context of Solution 1. The keys for protection of MBS traffic are generated in the RAN nodes and distributed to UEs. The UEs, which belong to a multicast group, acquire the same group keys in the RAN node. The security protection is enabled in transport layer. MUK and GK in this description refer to UE_K and K_group in Solution #1, respectively.

The solution includes three approaches, a basic approach and two communication optimized approaches that provide better performance, in particular, when the number of subscribed UEs is high. 
This key update solution can be applied to service layer solutions, e.g., Solution 2 uses it in Section 6.2.2.1.
6.9.2 
Solution Details

This subsection explains how the group key is to be updated. Reasons to trigger this procedure include UE mobility, presence of malicious UEs, or long usage of the group key. 

Default approach:

The default group key update version uses key hierarchy:

MUK ( GK

In this approach, each UE has two keys: a device specific key, MUK, and a group key GK shared with all N devices in a RAN subscribed to the same MBS service and used to protect the MBS traffic. MUK refers the device specific UE keys used to protect message 9 in 6.1.1-1, i.e., the RRC reconfiguration request. 
In the following, K1 ( K2 means that K1 is used to protect the transport of K2 by ensuring its confidentiality, integrity, and freshness. In the following, EK1{K2} is used to indicate the secure delivery of K2 by protecting it with K1.

Group key update in the following situations: 

1. Initial group key distribution, 

2. Key update due to a too long usage, 

3. Key update triggered by a new device joining the group, and 

4. Key update triggered by a UE leaving/being revoked 

might involve the following steps:

· RAN generating a new group key (Step 8 in Figure 6.1.1-1 and Step 8 in Figure 6.9.2-1).

· RAN sending RRC reconfiguration request unicast messages to all UEs subscribed to a given MBS service (Step 9 in Figure 6.1.1-1 and Step 9 in Figure 6.9.2-1).

· UE receiving and storing the security information (Step 10 in Figure 6.1.1-1 and Step 10 in Figure 6.9.2-1).
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Figure 6.9.2-1. Default key update
Communication optimized approach 1:
Alternatively, the following key hierarchy is used:

MUK ( TK_i ( GK

In this approach, each UE has three keys: a device specific key, MUK; a transport key TK_i shared with L - 1 devices in the same set S_i; a group key GK shared with all N devices and used to protect the MBS traffic. The transport keys and the group key shall be generated independently from each other in a secure way. The MUK is used to securely deliver transport keys in a point-to-point connection. The transport keys are used to securely deliver the group key. 
In this approach, a multicast group with N members is divided into M disjoint sets S_i of UEs with i={1,…,M}. Each set has roughly L ~ N/M UEs. 
The transport keys are used to securely deliver the group key updates as part of the data exchanged over the  regular MBS traffic. The process to extract this data is as follows:

· any UE decrypts, checks the integrity, and freshness of the multicast data sent over the transport layer using the current GK.
· a UE belonging to set z looks for ETK_z{GK}. Then, the UE verifies the message authentication code, and if it is correct, it decrypts the new group key. Freshness can be achieved by using the same freshness counter as used for the distribution of MBS traffic. Finally, the UE also checks whether the hash of the new decrypted group key equals the hash H of the group key that is appended at the end of this multicast group key message. This multicast group key message (MGKM) is:

MGKM1(TKs, GK) := ETK _1{GK}, …, ETK_M{GK }, H=Hash(GK)

The group key update procedure might involve – depending on the key update policy -- the following steps: 

1. During initial group key distribution: MUK is used in the initial group key distribution to securely distribute transport keys and GK in a point-to-point connection by means of RRC reconfiguration request messages (Step 9 in Figure 6.1.1-1 and Steps 8, 9, and 10 in Figure 6.9.2-2). 
2. Group key update due to a too long usage might require the gNB generating a new group key and sending the MGKM over the MBS transport layer. Steps 8 and 12 in Figure 6.9.2-2.
3. Key update triggered by a new device joining the group or a UE leaving/being revoked might require (1) RAN generating a new group key and a new transport key (Steps 8 and 9 in Figure 6.9.2-2), (2) sending L-1 RRC reconfiguration request messages to the L-1 UEs that were in the same set as the device that is leaving or has been revoked by means of RRC reconfiguration request messages (Step 9 in Figure 6.1.1-1 and Steps 10 in Figure 6.9.2-2); and (3) sending the MGKM over the MBS transport layer (Step 12 in Figure 6.9.2-2).
NOTE: The above steps are aligned with the key update conditions in 6.9.2.2 derived from TS 33.246. The specific required steps can be defined during normative phase or depend on the operator’s policy.
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Figure 6.9.2-2. Communication optimized key update

Communication optimized approach 2:
In this approach, the following key hierarchy is used:

MUK ( TK_i ( MSK ( GK

Each UE has four keys: the three keys as described in Communication Optimized Approach 1 plus an MSK. The MSK is a key shared by the N UEs in the multicast group. The MSK is distributed over the multicast channel protected with the TKs. The MSK is used to protect the update the GK over the multicast channel. 
The MGKM message in the Communication optimized approach 2 is defined as:

MGKM2 (TKs, MSK, GK) := MGKM1(TKs, MSK), EMSK{GK}
When the GK needs to be updated because of:

· a too long usage of the GK, the new GK is generated and sent over the multicast channel protected with the MSK, i.e., EMSK{GK} is transmitted where GK is the new group key. When a UE receives the new protected GK, the UE can use the MSK to decrypt and verify the new group key GK.
· a new device joining the group or a UE leaving/being revoked, then the MSK also needs to be updated since the MSK is also compromised. The key update procedure consists in (1) generating a new group key, and a new MSK, and a new transport key (Steps 8 and 9 in Figure 6.9.2-2), (2) sending L-1 reconfiguration request messages to the L-1 UEs that were in the same set as the device that is leaving or has been revoked (Step 9 in Figure 6.1.1-1 and Steps 10 in Figure 6.9.2-2); and (3) sending the MGKM2 over the MBS transport layer (Step 12 in Figure 6.9.2-2). When a UE receives the new encrypted GK, the UE can use first its TK to decrypt/verify the new MSK, check the validity of H, and then use the new MSK to decrypt/verify the new GK.
6.9.2.1 
Comparison between the default and optimized approaches
The communication optimized approach 1 is useful to decrease the communication overhead to roughly 2 SQRT(N) compared with the default approach. This approach is efficient and resilient since the update of the group key due to a device leaving the group only requires L – 1 + M messages instead of N that would be required when only point-to-point messages are involved. For instance, if N=64, M=8, L=8, then the key update only requires L-1=7 point-to-point messages for the update of the transport key associated to the set of the device that is leaving and the multicast distribution of the MGKM1 for the group key update. This MGKM1 message trasports the group key protected with M different transport keys. The total number of messages is minimized when L=M=SQRT(N). Another choice might be M=1 so that there is a single transport key or M=N so that there are N transport keys. 
The communication optimized approach 2 builds on communication optimized approach 1 and improves it by reducing the overhead of the multicast message used to update of the group key when the group key needs to be updated due to too long usage. This is so since the update of the group key needs to be protected with the MSK (i.e., EMSK(GK)) and sent a single time through the multicast channel instead of requiring MGKM1 that including M protected values of the group key. In practice, the communication optimized approach 2 provides limited benefits compared with communication optimized approach 1 when the GK is used to protect a reasonable amount of data, e.g., in the order of 2^24 calls to the underlying encryption algorithm  (i.e., encrypt 2^28 bytes of data if a 128 bit encryption algorithm is used) as shown in Figure 6.9.2.1-2.
The following table provides a comparison in the number of messages required to update a transport key (TK) and the group key (GK) depending on the key update method (default or optimized ones) and configuration (number of transport keys and MSKs). 

	
	Group size (N)
	Number of transport keys (M)
	Number of MSK
	Number of devices per set (L)
	Number of messages required to the TK
(unicast)
	Size of the MGKM multicast message 

(in number of encrypted keys) when the GK is updated due to a change in the MBS group
	Size of the multicast message to update GK when GK is updated due to too long usage

	Default approach
	256
	0
	0
	256
	255
	0
	0

	
	1600
	0
	0
	1600
	1599
	0
	0

	
	10000
	0
	0
	10000
	9999
	0
	0

	Communication Optimized Approach 1
	256
	1
	0
	256
	255
	1
	1

	
	1600
	1
	0
	1600
	1599
	1
	1

	
	10000
	1
	0
	10000
	9999
	1
	1

	
	256
	16
	0
	16
	15
	16
	16

	
	1600
	40
	0
	40
	39
	40
	40

	
	10000
	100
	0
	100
	99
	100
	100

	Communication Optimized Approach 2
	256
	16
	1
	16
	15
	16+1
	1

	
	1600
	40
	1
	40
	39
	40+1
	1

	
	10000
	100
	1
	100
	99
	100+1
	1


The trade-offs between default and optimized approaches can also be compared from a computational view. To this end, we can consider the default approach and assume that 256 users in the same area, e.g., at a concert, are willing to receive the MBS traffic. We assume M= 16 independent groups, each group with a different group key. For instance, 16 groups in a RAN, each group with L= 16 devices. In this case, if a device leaves the MBS session, only the group key in the affected multicast group needs to be updated. The overhead of updating the group key is now as low as in the communication optimized approach; however, this approach requires encrypting/protecting the MBS bulk traffic with M = 16 different group keys, one per group. Thus, the computational overhead is a factor M worse. Note that this configuration also involves transmitting the same MBS content M times in parallel. 

Since M transport keys are used, an attacker that compromises a UE can only try to update the group key of up to L-1 devices. This limits the impact of such an attack, in particular, compared with a situation in which a single transport key is used to protect the update of the group key where N-1 would be affected.

Furthermore, the hash of the group key is included so that devices in other sets – that potentially might also receive this fake group key update -- can check the consistency by means of H, detect the group key update attack, and inform the RAN.
Although the overhead of the key update solutions depends on the configuration and MBS parameters, the following figures provide an indication of the performance trade-offs of the different key update approaches. The following assumptions are used: 1) an MBS group of 10000 UEs; 2) a maximum number of MBS group membership changes between of 1 and 240 UEs;  3) a data rate of 384 kbps; 4) a transmission time of 24 hours, and 5) the trigger of an update of the GK when the GK has been used to protect between 2^20 and 2^32 bytes. 
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Figure 6.9.2.1-1 – Number of point-to-point interactions required for group key update due to an MBS group membership change. Both figures show the same data in linear and logarithmic scales, respectively. In red, Solution 9 in its “default approach”. In purple, Solution 9 in its “communication optimized approach 1” with a single transport key. In blue, Solution 9 in its “communication optimized approach 1” with multiple transport keys. The performance of Solution 9 in its “communication optimized approach 2” is as in the blue line as well. The offset between the red and purple lines is due to the fact that the GK also needs to be updated due to long usage. Here it is assumed that a group key is used to protect by to 2^24 bytes. In the default approach, this key update needs to be done with unicast messages while in the optimized approaches this can be done through the multicast channel. The offset between the purple and blue lines equals 2 = log10(SQRT(10000)).
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Figure 6.9.2.1-2  – Total overhead of the group key update approaches as a function of the MBS group membership changes and the maximum amount of data that can be protected with an MBS key before group key update. The total overhead is obtained by adding the number of protected keys that need to be sent altogether through unicast and multicast messages. In green, Solution 9 in its “communication optimized approach 2” with multiple transport keys; in blue, Solution 9 in its “communication optimized approach 1” with multiple transport keys; in purple, Solution 9 in its “communication optimized approach “1 with a single transport key; in red, “default approach” in Solution 9. The green line (communication optimized approach 2) shows the best performance in all cases. The performance of the blue line improves compared with the performance of the purple line when the number of MBS membership changes increases. For very few MBS member changes, the blue line outperforms the purple line when the group key is used to protect more than ~2^22 Bytes = 4 Mbytes. The performance of Solution #12 is equivalent to that of the purple line. The performance of Solution #11 is comparable to that in the red line. A difference of 1.5 - 2 in logarithmic scale (between two approaches) corresponds to a difference in overhead of a factor 35 – 100 in linear scale. 
6.9.2.2 
Key update conditions

Refering to TS 33.246-C.4 (R5c), the key update conditions depend on the operator and might include:

1. the effect of subscribed users distributing decryption keys to non-subscribed users should be controllable.

2. users that have joined an MBS User Service, but then left, should not gain further access to the MBS User Service without being charged appropriately

3. users joining an MBS User Service should not gain access to data from previous transmissions in the MBS User Service without having been charged appropriately
The key update protocol supports the operator to perform re-keying as frequently as necessary in an efficient way. 

· To address 1), the GK must be updated in a regular basis based on a policy deployed to RAN.

· To address 2) and 3), a new GK must be distributed to all devices. In the case of the communication optimized approach, the corresponding TK must be updated first. 
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Figure 6.9.2.2-1. Definition and distribution of key update conditions
To implement these key update conditions, the (MB-)SMF has to define and deploy key update policies to RAN via AMF (Step 1 and 2 in Figure 6.9.2.2-1) and the (MB-)SMF has to monitor key update condition events, e.g., when a user leaves or joins, and inform RAN via AMF (Step 4 and 5 in Figure 6.9.2.2-1). The RAN key update actions (Step 3 and 6 in Figure 6.9.2.2-1) might be any of the actions done by RAN in Figures 6.9.2-1 and 6.9.2-2.

6.9.2.3
Applicability to other solutions 
The communication optimized approach 1 described above has been used in the context of Solution #1 and Solution #2 (Section 6.2.2.1).  Both communication optimized approaches are easily applicable to other solutions to reduce the key update signaling overhead. For instance, when communication optimized approach 2 is applied to Solution #11, 
· the communication overhead of the key update mechanism in terms of point to point messages – Step 6 in Figure 6.11.2 -1 – is reduced from N messages to ~ SQRT(N) messages, where N is the number of UEs in connected state that joined the MBS session. 
· The overhead to updating the group key due to too long usage is reduced to the transmission of a single key through the multicast channel instead of requiring N point to point messages. 
The required changes are as follows:

· In Step 1, the MBSF has to generate M different Transport Keys (TKs) and an MSK and distribute them to the UEs. The MBSTF receives the MTK to protect the MBS traffic. As in the communication optimized approach 2: 
· (1) each UE has a unique security key (NAS security), a TK, an MSK, and an MTK. This section uses the term MTK as in Solution #11 whose role is equivalent to GK used in this section above. These keys are independent of each other; 
· (2) a NAS protected message is used to securely distribute the TK and the TK is used to securely distribute the MSK, and the MSK is used to securely distribute the MTK. The TK, MSK and MTK can also be distributed to the UE at the same time; and 
· (3) disjoint sets of L UEs receive the same TK so that M•L ( N, where N is the total number of devices.
· In Step 3, the MBSF has to generate a new TK for the L-1 UEs in the same set of a UE whose authorization info has changed and a new MSK. The MBSF-C also needs to generate a new MTK when it has been used for a too long time.
· In Step 4, 
· when the MTK update is triggered due to a membership change, KID2 is replaced by KID2’. KID2’ includes the identifier of the new MTK, KID2, concatenated (indicated as “|”) with the MGKM message defined above:
KID2’ := KID2|MGKM2
· when the MTK update is triggered due to a too long usage, KID2 is replaced by KID2’’. KID2’’ includes the identifier of the new MTK, KID2, concatenated (indicated as “|”) with the update of the MTK protected with the current MSK:
KID2’’ := KID2|EMSK(MTK2)
Note 1: The KID2’ and KID2’’ messages are generated by the MBSF and combined with KID2 to avoid the integration of any security functionalities into the MBSTF.

Note 2: Details on the structure of KID2’ and KID’’ that act as a container of KID2 and MGKM2 (or  EMSK(MTK2)) can be discussed during normative phase.

· In Step 5, the MBSF distributes the new TK to the (MB-)SMF.
· In Step 6, ONLY the L-1 UEs that shared the same TK as the UE whose authorization info has changed are updated by means of a point to point connection. This means that only L-1 unicast interactions are required, instead of N. These unicast messages are NAS protected.
· In Step 8, the MBSTF uses MTK2 to protect the MBS traffic. The MBSTF appends KID2’ or KID2’’ to the message. A UE uses: (1) KID2 in KID2’ or KID’’ to determine the usage of a new MTK and (2) if the UE did not receive MTK2 in Step 6 by means of a unicast message, the UE uses the MGKM in KID2’ or EMSK(MTK2) in KID2’’ to access the new MTK2.
With these modifications, the key update overhead in Solution #11 is proportional to the square root of the number of UEs in the MBS session. The overhead of updating the MTK due to too long usage is limited to a single encrypted key. This optimized signalling approach in 6.11.2.1 also facilitates interoperability with LTE networks.
6.9.3
Evaluation
This solution addresses Key issue #3 to manage, distribute, and update the keys required to protect the MBS traffic in the context of transport layer solution #1.
This solution can be applied to service layer solutions, e.g., Solution #2 uses it.

This solution describes a default and two communication optimized approaches. 

The communication optimized approaches allow updating the group key used to protect the MBS traffic in a group with N devices with around root square of N (SQRT(N)) unicast messages in contrast with the default approach that requires N unicast messages. This means that for the same key update signaling overhead, the communication optimized approach allows supporting MBS groups a quadratic factor larger compared with the default approach without increasing the computational or communication overhead to protect/transmit the MBS traffic. 

The choice M~L~SQRT(N) minimizes the total message size required to distribute a new group key and the total number of required encryptions to update the group key. This is because L-1 unicast messages need to be sent to L-1 UEs and the MGKM message includes M = N/L (rounded upwards) protected group keys. Thus, the total overhead in terms of protected group keys is L-1+N/L. This is minimized when L~SQRT(N).
Using M>1 transport keys and including the hash of the group key makes the communication optimized solutions more resilient.

The communication overhead of the default approach is similar to the communication overhead of the rest of solutions of KI#3 in this TR in terms of the number of unicast messages required to distribute/update a group key.
Compared with communication optimized approach 1, the communication optimized approach 2 reduces the overhead in the multicast channel since the update of the group key due to too long usage only requires the transmission of a single protected group key value. 
Overall, the communication optimized approaches with multiple transport keys offer the best performance even for very few MBS membership changes if a group key is used to protect at least 2^22 bytes of data before group key update. A symmetric key can be used to protect much more than 2^22 bytes in a secure way. For instance, in TS 33.501 for the update of KgNB and other keys and triggered when the PDCP COUNTs are about to be re-used. PDCP COUNTs are 32 bit values according to TS 38.323.
Performing the key update when a single UE has joined/left/been removed minimizes the security risk. The communication optimized approaches allow performing this key update at the cost of M-1 unicast messages while the default approach or the communication optimized approach with a single transport key require N-1 unicast messages. In contrast, if the key update procedure is only triggered when at least a minimum number C>1 of UEs have joined/left/been removed, the security risk increases because potentially several malicious devices still have access to the MBS keys. Note that for a given C and a group of size N divided into M subsets, the expected number of devices that require update equals L*M*(1 – binomial(N-M, C)/binomial(N,C)). This is shown in Figure 6.9.3-1 for N= 400 (blue), 1600 (red), 3600 (green), 6400 (black), and 10000 (purple). It is possible to observe that for C = 1 the number of devices that need to be updated equals SQRT(N)-1 and when C increases, the number of devices increases. 
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Figure 6.9.3-1. This figure shows--  for the communication optimized approaches with multiple transport keys -- the number of devices requiring key update as a function of C. C is the minimum number of UEs that have to leave/join/be compromised before the key update procedure is triggered. The default approach and the communication approach 1 with a single transport key require always N-1 unicast messages for any value of C. 
Overall, the communication optimized approach 2 as applied to Solution#1 or Solution#11 (Section 6.9.2.3) offers the best performance independently of how often the group key is updated.  

***
END OF 1st CHANGE
***
