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Abstract of the contribution: This contribution provides 3 cases for overload control with Machine Type Communications, an analysis of their urgency and a proposed way forward with overload control in the context of Machine Type Communications.
Introduction

Prior to the definition of architecture requirements and solutions for overload control it is important to analyze the different cases for which solutions have to be provided. Various aspects of overload control can be distinguished. For operators it is important that the solutions address the most relevant aspects and especially those with the highest urgency. This contribution provides a classification of overload control in 3 cases and provides an analysis of which of those cases are most urgent.
Cases for overload control

Peak shaving
Definition: Spreading over time of the capacity requirements, with the goal of reducing the investment needed to fulfil the required capacity demand.

Operators have to invest in network capacity based on peak load. Spreading out the load in time therefore allows the network operator to postpone investments needed when the total load is increasing.  

Peaks occur in the daily traffic pattern (busy hour). This daily traffic pattern encompasses all traffic (voice, data, Machine Type Communication, etcetera). Moving some of the Machine Type Communication to the non busy hours allows the network operator to handle more Machine Type Communications traffic without additional investments in network capacity. The MTC Feature Time Controlled is a solution that addresses this.
Peaks also occur in an hourly traffic pattern. Many applications that send data every hour, half hour or quarter do this exactly at the hour, half hour and/or quarter. KPN has seen signalling peaks at whole hours that are 5 times higher than the average load at that time of the day. These peaks result from an aggregation of various applications (e.g. e-mail, widgets, buddy finders, tracking and tracing, metering, etcetera). For many of these applications a time offset away from the whole hour, half hour or quarter would not be a problem. However, it is very difficult to influence this kind of applications (e.g. smart phone applications are developed by many small scale software developers) to behave more network friendly. Ideally, the network operators would have some control about when these applications send their data, but how to identify these applications in the network is an issue.
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Fig 1: Daily pattern for Radius usage with hourly peaks

Note that peak shaving is applicable to normal traffic patterns which an operator should be able to handle through capacity management and related investments in network capacity. The goal is to minimize those investments.
Congestion control

Definition: Preventing congestion caused by specifically identifiable MTC applications with the goal of ensuring that other MTC and non-MTC applications are not negatively affected.
Without appropriate congestion control, a single application that causes congestion can hurt all the other customers of the network operator. Network operators need to protect their networks from outages caused by a particular misbehaving application, without hurting its other customers. In voice telephony similar use cases exist; e.g. "call gapping" prevents that calls to a particular telephone number used for voting in a popular TV-show can bring down the telephone network. 
Just like several other operators providing MTC services, KPN has experienced network outages resulting from congestion caused by a single misbehaving application. Examples are MTC Devices rapidly retrying to connect to an MTC server that is down, unexpected application behaviour, etcetera. Because of the very high numbers of devices that are involved and their correlated behaviour, it is possible that a single application causes congestion in the mobile network. The problem is aggravated in the core network, because the signalling and data traffic resulting from a single MTC application is concentrated in a couple of core nodes. Congestion in the radio network is less of an issue because the MTC Devices are distributed geographically.
Possible solutions for congestion control need to target the specific application that is misbehaving e.g. based on APN or MTC Group ID. Because the network needs to be able to identify the specific application, a core network based solution seems more appropriate. A solution targeted at signalling congestion control could be to have the core network reject service requests to a particular APN or associated with a particular MTC Group. The MTC Devices should be instructed not to immediately re-initiate the same service request e.g. by providing a (random) time offset in a reject cause value. A solutions targeted at the data traffic congestion control could be to do MTC Group based policing with PCC.
Note that congestion control relates to abnormal usage from a single MTC application, against which the operator wants to protect its network without affecting other customers. 
Overload control

Definition: Preventing a complete collapse of the network or network nodes in case of an unexpected surge in the capacity requirement or partial network outages.

Sometimes things happen that trigger a surge of network load for which the network operator cannot dimension its network. Examples are the New Years Eve or extreme weather conditions. With Machine Type Communications a number of new such scenarios can be envisaged. e.g. MTC Devices all coming back on line after a power outage. In disaster cases (e.g. earthquakes) a surge of network load (e.g. alarms going off) may be combined with reduction of the network capacity because of e.g. damaged network infrastructure. In these scenarios also radio congestion plays a role.

The surge of network load results from an aggregation of all or a large amount of applications. In this case, it is no longer possible to identify individual misbehaving applications. Because this is an abnormal situation, it is acceptable that large segments of customers are affected to keep the network alive. Possibly, identification of classes of customers with different priority and characteristics (e.g. MTC Time Tolerant) can be used in the overload control. As a last resort only priority services are allowed to access the network.

Possible solutions in this scenario are radio network access control (broadcast in the radio network which access classes are allowed to access the network) and the MTC Feature Time Tolerant (essentially a MTC specific form of access control).
Note that overload control relates to abnormal usage from a multitude of applications and customers, where the only remaining possibility for the network operator to prevent total network collapse is to affect all or a significant amount of applications independent of their behaviour.
Analysis

Peak shaving is important but in principle it is still possible today to solve the growth of MTC traffic with network dimensioning. Peak shaving results in cost saving which is important related to Machine Type Communication. After all it was the main goal of the NIMTC work item. Because of the complexity related to the identification of applications with peak shaving on an hourly basis it may be beneficial to first focus on peak shaving on a daily basis (e.g. with MTC Time Controlled). 
Congestion control is a very urgent issue. Operators today are experiencing network outages because of overload of single misbehaving applications. There is no mechanism targeting at single misbehaving applications. Here really some additional functionality is needed urgently.

Generic mechanisms are available for overload control. Today we have seen no cases yet where overload control was needed for machine-to-machine traffic only, but over load control for MTC will be important for the future.
Proposal

Proposal is to use this classification of overload control cases to identify the different solutions that are needed. It is highly unlikely that one solution will cover all cases.

Highest priority should be given to congestion control as this is where operators have urgent problems for which no solutions exist yet. Next priority should be given to peak shaving with MTC Feature Time Controlled. Good approaches to handle the complexity of peak shaving on an hourly basis are most welcome. Overload control is important for the future.
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