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1 INTRODUCTION

The Presence Service is believed to be an enabler for other applications/services. In order to permit widespread uptake of these other services, it is necessary that the Presence Service is:

a)
based on a scalable architecture;

b)
permits multi vendor operation within a network;

c)
permits operation between networks; etc.

Hence it is important that someone in one network can watch a person in another network. This document outlines some part of an architecture that permits this and describes an example of a message sequence.

2
PROPOSED INTEROPERABILITY METHOD DATA FLOW DIAGRAM
 As we explained the interoperability issue for presence service above, the key method to solve this issue here is how to pass message between presence server domain in different networks. The following Fig.1 shows how the two subscribers can communicate each other within presence server domain between different operators. 

This sequence relies on:

a)
the A party have a trusted relationship with their Watcher application;

b)
the B party having a trusted relationship with their Presence Server; and

c) there being a trusted relationship between the Watcher Application and Presence Server in different networks. This relationship might utilise e.g. IPsec (this is a matter for SA 3).





Fig.1 Proposed Interoperability Method Data Flow Diagram

The detailed procedures are listed as follow:

1
The A party asks A’s Watcher application “is B attached”? The A party identifies B by B’s MSISDN.

2
The Watcher Application ‘authenticates’ A and ,e.g., checks their prepay credit status

3
The Watcher Application derives B’s Network Name from B’s MSISDN.

4a.
The Watcher Application sends a “Presence query for B” to B’s_MSISDN@gateway_presence_server.Network_of_B.

4b.
The message sent in (4a) arrives at one of the Gateway Presence Servers in B’s HPLMN.

4c.
The Gateway Presence Server verifies that this enquiry is from A’s Watcher Application, and that, there is a valid, commercial, trusted arrangement with Watcher Application A.

5.
The Gateway Presence Server asks the HSS functionality to provide the address of B’s presence server.

6.
The address of B’s presence server is returned.

7.
“Presence query for B” is sent to B’s_MSISDN@B’s_presence_server.Network_of_B.

8.
Process request (e.g. check A is one of B’s buddy’s and B still wants A to watch him/her).

9.
Raise charge record for A against A’s network.

10a, 10b. Send B’s status back to A.

3  CONCLUSION

This paper proposes a method to permit the presence service to work between different operators. 

It can also be seen that a “Gateway Presence Server” concept permits the deployment of multiple Presence Servers within one network: this is necessary for scalability.

It is proposed that the concepts in section 2 of this document are used as working assumptions for the Presence Service architecture. 
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