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5
End-to-End IP QoS Architecture

5.1
QoS Management Functions in the Network

It is also possible to implement a policy decision element internal to the IP BS Manager in the GGSN. The IP policy architecture does not mandate the policy decision point to be external to the GGSN.
For the policy control the following guidelines should apply:

· The IP policy framework employed in UMTS should, as far as possible, conform to IETF “Internet Standards”. The IETF policy framework may be used for policy decision, authorization, and control of the IP level functionality, at both user and network level.   

· There should be separation between the scope and roles of the UMTS policy mechanisms and the IP policy framework. This is to facilitate separate evolution of these functions.

5.1.1
Description of functions

5.1.1.1 
QoS management functions for end-to-end IP QoS in UMTS Network

NOTE:
The end-to-end QoS management functions do not cover the cases of a circuit switched service, or an IP service interworking with an ATM service at the gateway node.
The required options in the table define the minimum functionality that shall be supported by the equipment in order to allow multiple network operators to provide interworking between their networks for end-to-end QoS. Use of the optional functions listed below, other mechanisms which are not listed (eg over-provisioning), or combinations of these mechanisms are not precluded from use between operators. 

The IP BS Managers in the UE and GGSN provide the set of capabilities for the IP bearer level as shown in Table 1. Provision of the IP BS Manager is optional in the UE, and required in the GGSN. 

Table 1: IP BS Manager capability in the UE and GGSN

Capability
UE
GGSN

DiffServ Edge Function
Optional
Required

RSVP/IntServ
Optional
Optional

IP Policy Enforcement Point
Optional
Required (*)

 (*)Although the capability of IP policy enforcement is required within the GGSN, the control of IP policy through the GGSN is a network operator choice. 
These mechanisms may be conformant to, for example, the framework defined in IETF [RFC2753] “A Framework for Policy-based Admission Control” where the PCF is effectively a Policy Decision Point (PDP).  The PCF makes decisions in regard to network based IP policy using policy rules, and communicates these decisions to the IP BS Manager in the GGSN, which is the IP Policy Enforcement Point (PEP).

NOTE:
Currently in IETF, inter-domain policy interactions are not defined. 

5.1.1.2
IP BS Manager Functionality in the GGSN and the UE

The following will be taken as a working assumption for further work. 

The IETF Differentiated Services architecture will be used to provide QoS for the external bearer service.  The GGSN provides the Diffserv edge function as is currently described in 23.207.  

For applications that require stringent IP quality of service (e.g., carrier-grade telephony),

1. It is intended to make possible the use of existing QoS management mechanisms in 23.107 with any required extensions FFS (e.g., IP bearer service information element) to request end-to-end QoS, and

2. When these existing QoS management mechanisms are used for requesting end-to-end QoS, the IP BS manager in 

It is also desired to allow endpoints to use Diffserv or RSVP to indicate their QoS requirements to the MT.   The requirements on the IP bearer service manager in the UE and GGSN to support this functionality are FFS.

5.1.1.2.1 Policy Enforcement Point in the GGSN

The following shall be taken as the basis for further work.

This section provides a functional definition of the Policy Enforcement Point (PEP) implemented in the IP bearer service manager in the GGSN in order to meet UMTS architectural requirements.

The Policy Enforcement Point (PEP) controls access to quality of service for a set of IP packets that match a packet classifier.  Policy decisions are either “pushed” to the GGSN by a policy control function, or alternatively, the GGSN may request policy information from a policy control function on receipt of an IP bearer resource request.

Policy enforcement is defined in this section in terms of a “gate” implemented in the GGSN.  A gate is a policy enforcement function for a unidirectional flow of packets, e.g., in either the upstream or downstream direction.  At a high level, a gate consists of a packet classifier, a resource “envelope,” and an action taken when the set of packets matching the classifier exceeds the resource envelope.  

Unidirectional gates are used since the basic unit of IP bearer service resource allocation is for unidirectional flows.   For example, a downstream-only gate would be used when an application on a UE has subscribed in a receive-only mode to an IP multicast session.   A downstream-only flow is also needed to support "remote ringback" in an IP telephony application, where the ringback signal is generated remotely by a PSTN gateway or remote UE.  For this application, to avoid certain theft of service scenarios it is necessary to enable the downstream flow of packets to the session originator, while not enabling the upstream flow of packets until the remote UE picks up.  When access to QoS for a flow of packets in both directions is desired, a pair of gates is used.  

The information that may be associated with a gate is described below.  This information is not necessarily the only information that might be used, but is intended to cover the currently understood applications.  A gate is described by the following information:

· Packet classifier

· Authorized envelope

· Action 

· Resource identifier

· Reserved envelope

The packet classifier associated with a gate is described by the following information:

· Direction

· Source IP address 

· Destination IP address 

· Source port

· Destination port

· Protocol

The direction indicates whether the gate is an upstream or downstream gate.   The source IP address and port identify the source IPv4 or IPv6 address and port, as seen at the GGSN.  The destination IP address and port identify the destination IPv4 or IPv6 address and port, as seen at the GGSN.  The protocol field identifies the IP protocol type of the packet.  With the exception of the direction, these fields can be wild-carded.  For example, in a SIP session, the source port for the bearer is not exchanged in SIP signaling messages, and therefore cannot be set up when the gate is initialized.

The authorized envelope defines an upper bound or "envelope" of the resources that are authorized for the set of packets defined by the packet classifier.   The authorized envelope can authorize more resources than are actually used.  Since the authorized envelope defines IP bearer resources towards or from the external network, it is appropriate to express it in terms of IP bearer resources such as a peak information rate, mean information rate, and token bucket size to or from the external network.  For example, an Intserv Flowspec is an appropriate representation of IP bearer resources.   The authorized envelope is mapped to (a range of) UMTS bearer resources by the translation function in the GGSN when necessary.   We note that the authorized envelope allows the PCF to pre-authorize a flow, before the UE requests allocation of the resources (“push” model).

The action defines the action to be taken when the set of packets defined by the packet classifier exceeds the authorized envelope (or reserved envelope, below).  The action includes marking out-of-profile packets with a particular Diffserv Code Point (DSCP), marking in-profile packets with a particular DSCP, shaping to a token bucket, or packet dropping. 

According to the above definitions, a set of packets may match more than one classifier.  When this happens, the actions associated with the each of the applicable gates are considered to be executed in sequence, in the order in which the gates were configured in the GGSN.    Packets that are marked by a gate may not be (re)marked by a subsequent gate to a DSCP corresponding to a better service class.

The resource identifier identifies a set of resources that can be shared by multiple gates, e.g., for several sessions.   For example, the resource identifier might allow a UE to share a single set of resources for two sessions that do not simultaneously use the resources, such as during call waiting.  The resource identifier would be included in the IP bearer service information element of a PDP context activation/modification request to support this function. 

The reserved envelope defines an upper bound or "envelope" of the resources that are reserved for a bearer.  The reserved envelope is advantageous if it is possible for a UE to  reserve more resources than are actually used.  For example, during call waiting, the UE might maintain a reservation for a high quality codec for a temporarily inactive session, while using a lower quality codec for the active session.  The reserved envelope implies that resource reservation performs admission control, and if successful, sets aside the requested resources in a pre-emptible mode.  Support for this functionality requires the PDP context activation and modification procedures to distinguish between reservation requests and resource use.  

 An authorization token uniquely identifies policy information corresponding to one or more gates  at a GGSN.  The authorization token can be used to correlate resource reservation requests from the UE (e.g., PDP context activation request) with authorization commands from the PCF.  To support this function, the authorization token needs to be included in the PDP context activation request, the policy control interface, and SIP signaling messages between the proxy CSCF and UE. .  

5.1.1.2.2
Policy Control Interface

5.1.1.2.3
Bearer Level / Application Level Binding Mechanism
5.1.1.3 
Interaction to External Networks

The GGSN shall support DiffServ edge functionality and be able to shape upstream traffic.

5.1.2
Allocation of QoS management functions

5.1.2.1 QoS management functions for end-to-end IP QoS 

 [Editorial note: Figure 2 and this chapter shows UE only as a combined element.  This TS also need to consider the case where the TE and MT are split. A section providing the split and the distribution of functionality need to be added to this TS and is for further study. Standardization of the interface between the TE and MT is the responsibility of the 3GPP working group TSG T2, and is outside the scope of this TS.]
5.2
QoS Parameters

6 QoS Parameter Mapping

7
 
End-to-End QoS Procedures

Annex A (Informative):
QoS Conceptual Models

A.3
RSVP Usage for End-to-End QoS in UMTS

This section contains typical RSVP usage for end-to-end QoS which is applicable to UMTS networks.  It aims to convey the general cases when RSVP is used as IP layer signalling protocol from the UMTS network to the remote end terminal to enable end-to-end QoS.

Clarification of terminology:

RSVP transparent – describes the case where GGSN is transparently relaying the RSVP messages, i.e., the GGSN does not process any RSVP message.  

RSVP non transparent – describes the case where the GGSN processes RSVP message.  (For example the GGSN may maintain RSVP soft states, and/or may use QoS information derived to interwork with other QoS mechanisms (e.g., DiffServ, PDP context), and may forward RSVP messages onwards.)

NOTE:
It is assumed that there is an existing PDP context that carries signalling (e.g., SIP or RSVP) between the UE and GGSN.

A.3.1
RSVP in Scenarios 3 and 4

In Scenarios 3 and 4, the UE is supporting RSVP enabled applications. In order to provide QoS over the UMTS segment in an appropriate manner for the end-to-end IP QoS requested through RSVP, the UE shall examine the RSVP signalling and use this information to control the activation/modification of the PDP context as shown in Figures A.9 and A.10 below. The UE must not reply with RSVP RESV before the PDP context resources is setup.

Figures A.9 and A.10 do not preclude the case where the GGSN is RSVP transparent as shown in Scenario 3.
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Figure A.9: UE supports RSVP signalling for the uplink flow

NOTE
The above diagram depicts only one possible signalling sequence, depending on UE implementation decision, other alternative signalling sequences are:

-
to trigger the Activate/Modify Secondary PDP Context when the PATH message is generated by the UE (either directly or after some timeout) without waiting for the arrival of the RESV message.

-
to trigger the Activate/Modify Secondary PDP Context before the PATH message is forwarded by the UE.
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Figure A.10: UE supports RSVP signalling for the downlink flow

A.3.2
RSVP in Scenario 6

In Scenario 6, the UE provides the authorization token to the GGSN in PDP activation/modification message, and the GGSN uses the authorization token to obtain session level information from the P-CSCF which will be used to derive IP level information.  The GGSN uses this IP level information, such as remote IP address, to invoke RSVP messages to setup the uplink as well as the downlink flows.  RSVP signalling is generated and terminated by the GGSN as shown in Figures A.11 and A.12 below.
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Figure A.11: UE provides authorization token in PDP activation/modification message, and   GGSN invokes RSVP messages for uplink flow

[Editorial Note:  the above diagram depicts a signalling sequence, however, the alternative signalling sequences below are possible and are for further study: 

-
to trigger the Create PDP Context Response message on the PATH or after a timeout without waiting for the RESV message.
-
to trigger the Create PDP Context Response message before the PATH.]
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Figure A.12: UE provides authorization token in PDP activation/modification message, and GGSN terminates and invokes RSVP messages for downlink flow

In the above figure, the association between the RSVP PATH message and the PDP context is carried out in the GGSN. 

[Editorial Note:  the above diagram depicts a signalling sequence, however, the alternative signalling sequence below is possible and is for further study: 

-
the RSVP PATH message arrives in  the GGSN before the Activate/Modify Secondary PDP Context Request from the UE is received in the GGSN.]
 Annex B (Informative): Call Flow: QoS Interaction Procedures

Refer to S2-010438 baseline.

Annex D (Informative): Sample Mapping of SDP Descriptions Into QoS Authorization

The QoS requirement for a session depends on the media and codec information for the session. Initial session establishment in the IM Subsystem must determine a common codec (or set of common codecs for multimedia sessions) that will be used for the session. This is done through an end-to-end message exchange to determine the complete set of common codecs, and then the session initiator makes the decision as to the initial set of codecs for the media flows.

The session initiator includes an SDP in the SIP INVITE message that lists every codec that the originator is willing to support for this session. When the message arrives at the destination endpoint, it responds with the subset that it is also willing to support for the session by selectively accept or decline those media types in the original list. When multiple media codecs are listed, the caller and called party’s media fields must be aligned—that is, there must be the same number, and they must be listed in the same order. QoS authorization is performed for this common subset. The P-CSCF(PCF) shall use the SDP contained in the SIP signaling to calculate the proper authorization. The authorization shall include limits on IP resources, and restrictions on IP packet flows, and may include restrictions on IP destinations. These restrictions may take the form of a flowspec and filterspec.
The QoS authorization for a session shall include an Authorization-Token, which shall be assigned by the P-CSCF(PCF). The Authorization-Token may contain information that identifies the P-CSCF(PCF) that generated the token. Each authorized session may include several flow authorizations. Each flow authorization may contain the following information:

· IP flow 5-tuples that identifies the flow

· FLOWSPEC that describes the authorized resource for the flow

· DSCP that identifies the assigned DiffServ PHB the flow

· The IP flow 5-tuples includes Source Address, Source Port, Destination Address, Destination Port and Protocol ID. The FLOWSPEC includes the following elements:

· Token rate [r]

· Bucket depth [b]

· Peak rate [p]

· Minimum policed unit [m]

· Maximum packet size [M]

A typical SDP description consists of a session-level description (details that apply to the whole session and all media flows) and the several media-level descriptions (details that apply to a single media flow). The four critical components for mapping an SDP description into a QoS authorization are the media announcements (“m=”), the connection data (“c=”), the attributes (“a=”) and the bandwidth (“b=”).

The media announcements field contains information about the type of media session, and is of the form:



m=<media> <port> <transport> <fmt list>

The attributes field contains attributes of the preceding media session, and is of the form:



a=<attribute><value>

The connection data field contains information about the media connection, and is of the form:



c=<network type> <address type> <connection address>

The optional bandwidth field contains information about the bandwidth required, and is of the form:


b=<modifier>:<bandwidth-value>
An example SDP description from the session originator in the SIP INVITE message:



v=0



o=hshieh 2890844526 2890842807 IN IP4 saturn.attws.com


s=-



c=IN IP4 192.141.10.188


t=0 0



b=AS:64


m=audio 29170 RTP/AVP 3 96 97



a=rtpmap:96 G726-32/8000



a=rtpmap:97 AMR



a=fmtp:97 mode-set=0,2,5,7; maxframes=2 



m=video 51372 RTP/AVP 34



a=fmtp 34 SQCIF=2/MaxBitRate=500/SAC AP



m=application 32416 udp text_chat

The called party answers the call and returns the following SDP description in the SIP 183 message:



v=0



o=johndoe 2890844526 2890842807 IN IP4 uranus.solar.com



s=-



c=IN IP4 204.142.180.111



t=0 0



b=AS:64



m=audio 31160 RTP/AVP 3 97



a=rtpmap:97 AMR



a=fmtp:97 mode-set=0,2,5,7; maxframes=2



a=recvonly



m=video 61000 RTP/AVP 31



a=fmtp 34 SQCIF=2/MaxBitRate=500/SAC AP



m=application 33020 udp text_chat



a=sendonly

Upon receiving the above SDP, the originator’s P-CSCF will authorize QoS resource for the originator UE with the following media flows:

A uplink audio flow:

The following IP 5-tuples identify the flow: 

SrcAddress
SrcPort
DestAddress
DestPort
ProtocolID

192.141.10.188
*
204.142.180.111
31160
17

This audio flow uses either AMR or GSM FR codec and the authorized resource envelope can be expressed as a FLOWSPEC as follow:
b
m
M
r
p

72.5 bytes
52 bytes
72.5 bytes
3625 bytes/s
3625 bytes/s

*See Note 1 for the mapping calculation
Since the conversational audio is very sensitive to delay, the DiffServ EF class will be used for the flow, e.g., DSCP = 101110
A uplink video flow:

The following IP 5-tuples identify the flow:
SrcAddress
SrcPort
DestAddress
DestPort
ProtocolID

192.141.10.188
*
204.142.180.111
61000
17

The video flow uses H.263 SQCIF codec with 15frame/s. Let’s assume the average bit rate and peak bit rate for the encoded video are 28kb/s and 40kb/s respectively. The authorized resource envelope can be expressed as a FLOWSPEC as follow:
b
m
M
r
p

373 bytes
273 bytes
373 bytes
4095 bytes/s
5595 bytes/s

*See Note 2 for the mapping calculation
The video flow may be assigned a DiffServ AF class with DSCP = 001010
A downlink video flow:
The following IP 5-tuples identify the flow:
SrcAddress
SrcPort
DestAddress
DestPort
ProtocolID

204.142.180.111
*
192.141.10.188
51372
17

The video flow uses H.263 SQCIF codec with 15frame/s. Let’s assume the average bit rate and peak bit rate for the encoded video are 28kb/s and 40kb/s respectively. The authorized resource envelope can be expressed as a FLOWSPEC as follow:
b
m
M
r
p

373 bytes
273 bytes
373 bytes
4095 bytes/s
5595 bytes/s

*See Note 2 for the mapping calculation
The video flow may be assigned a DiffServ AF class with DSCP = 001010

A downlink udp flow:
The following IP 5-tuples identify the flow:
SrcAddress
SrcPort
DestAddress
DestPort
ProtocolID

204.142.180.111
*
192.141.10.188
32416
17

Assuming a typing speed of 1 char to 50 chars a second, the authorized resource envelope may be expressed as a FLOWSPEC as follow:
b
m
M
r
p

90 bytes
41 bytes
90 bytes
41 bytes/s
90 bytes/s

*See Note 3 for the mapping calculation
The udp application flow may be assigned a DiffServ AF class with DSCP = 010100
Note 1: With AMR or GSM FR codec, the authorization shall use the maximum rate of the two, i.e., 13kb/s. With 20ms frames, there are 50 frames per second and each frame has 260 bits or 32.5 bytes payload. With IP/UDP/RTP overhead of 40 bytes, each packet is 72.5 bytes. The token rate and peak rate for the session (i.e., r and p) are 72.5 x 50 = 3625 bytes /s. The bucket depth and Maximum packet size (i.e., b and M) are 72.5 bytes. The minimum AMR rate of 4.75kb/s is used to calculate the minimum policed unit m. At that rate, each frame has 95 bits or 16 byes. With the overhead of 40 bytes, we have m equals to 52 bytes.

Note 2: With variable video codec h.263, we assume an average rate at 28kb/s and peak rate at 40kb/s. The average rate is used to calculate r and m. With 15 frames a second, each frame has 1867 bits or 233 bytes. Each packet is 273 bytes, so the r is 273x15=4095 bytes/s and the m is 273 bytes. The peak rate is used to calculate b, M and p. With 40kb/s and 15 frames/s, each frame has 2667 bits or 333 bytes. Each packet is 373 bytes, so the p is 373x15=5595 bytes/s and the b and M are 373 bytes.

Note 3: The calculation is the same as in Note 2 with average rate of 1 byte/s and peak rate of 50 bytes/s.

[Editorial note: The sample mappings in this section are for illustration purpose only. The actual mapping of media codec to QoS resource requrement, e.g., FLOWSPEC, is for further study.]
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