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######################### TEXT PROPOSAL FOR TR 23.703 #########################

6.X
Solution X: IMS-based ProSe Service Continuity

6.X.1
Functional description

    Editor’s Note: General description, assumption, and principles of the solution. 
6.X.1.1
General

The solution described in this clause addresses the key issue “Service Continuity aspects” described in clause 5.11 for IMS traffic. It assumes IP connectivity on the direct path (i.e. E-UTRA or WLAN ProSe Communication path). It also assumes that the UE is capable of communication on the infrastructure and direct paths simultaneously.

NOTE:  In the WLAN case simultaneous communication on both paths comes by default due to the dual radio nature of WLAN. In the E-UTRA case it is assumed that radio resources used for the direct and infrastructure paths can be shared in the time domain, so that even a single radio terminal is able to support concurrent communication (or what is perceived as simultaneous by the upper layers) on both paths.

6.X.1.2
System architecture

Depicted in Figure 6.x.1.2-1 is a system architecture for IMS-based ProSe Service Continuity.
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Figure 6.x.1.2-1: Architecture for IMS-based ProSe Service Continuity
The two terminals (UE A and UE B) are connected to the Evolved Packet System (EPS A and EPS B) of the same or different mobile network operators.

The terminals are engaged in IMS communication including multiple IP flows carrying different types of media (e.g. voice media packets and video streaming packets). The IP addresses they use for communication over the infrastructure path are denoted IP@A1 and IP@B1, respectively.

When the terminals detect that they are in proximity of each other, they establish direct communication (i.e. E-UTRA or WLAN ProSe Communication). In the process each terminal is assigned a new IP address that is used for communication on the direct path. These IP addresses are denoted IP@A2 and IP@B2 in the figure. The IP subnet on the direct path, which owns the addresses IP@A2 and IP@B2, is completely disjoint from the IP network(s) traversed on the infrastructure path.

In the scenario under consideration UE A wants to move the video streaming flow to the direct path, while keeping the voice flow on the infrastructure path.

6.X.1.3
Shortcomings with existing IMS Service Continuity mechanisms

Using existing IMS Service Continuity mechanisms (TS 23.327) it is possible today for UE A to tell UE B to use a new IP address (i.e. IP@A2) for a selected subset of IP flows, so that UE B can subsequently send all media packets for the relevant flows to the new IP address. One may think of a sequential approach where UE B subsequently tells UE A to also use a new IP address (i.e. IP@B2) for the same subset of IP flows, which would then complete the session transfer on the direct path.

The problem with such a sequential approach is twofold:

1. During the transition period (i.e. between the time when UE B starts sending packets to IP@A2 and when UE A starts sending packets on IP@B2) all media packets for the impacted flows will be lost, and this applies to both directions:

· In direction B=>A, media packets have IP@A2 and IP@B1 as Destination and Source addresses; this means they originate on the interface facing the infrastructure path, while destined for an IP address on the direct path (i.e. a completely different IP network), which is therefore unreachable;

· In direction A=>B, media packets have IP@B1 and IP@A2 as Destination and Source addresses; this means they originate on the interface facing the direct path; assuming that the direct path is a point-to-point link, the media packets will eventually be delivered to UE B, only to be discarded there, because the IMS client in UE B is not expecting any packets arriving on IP@B1;

2. Upon being informed of the IP address change of UE A, UE B will not necessarily attempt to switch its own IP address for reception, because today these two operations are completely dissociated from one another.

6.X.1.4
Proposed solution

The IMS Service Continuity procedure is enhanced as follows:

· New INFO package for the SIP INFO method allowing UEs to inform each other about the availability of a direct path;

· When SIP re-INVITE method is used to trigger switching of media packets between the infrastructure path and the direct path, the media description is updated for both endpoints simultaneously.

The use of the new INFO package and the new UE behaviour are described in detail in clause 6.x.2.

6.X.2
Procedures

6.x.2.1 Overall call flow for IMS-based ProSe Service Continuity
The overall call flow for ProSe Service Continuity is illustrated in Figure 6.x.2.1-1.
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Figure 6.x.2.1-1: Overall call flow for IMS-based ProSe Service Continuity

1. Terminal UE A and UE B are engaged in IMS communication on the infrastructure path using addresses IP@A1 and IP@B1 for all media packets.

2. UE A and UE B discover that they are in proximity and establish a direct communication path (i.e. E-UTRA or WLAN ProSe Communication path). In the process they are assigned a new pair of IP addresses for the direct path: IP@A2 and IP@B2, respectively;

3.-6. The IMS clients inform each other of the availability of a direct path. The SIP INFO method could be used for this purpose, relying on a new INFO package that is specifically defined for this purpose. Note that these messages are only informational: the effective path switch is triggered later in the call flow. The IMS clients need to check that the addresses IP@A2 and IP@B2 belong to the same IP subnet. The IMS clients also understand that the IP subnet on the direct path is completely disjoint from the IP network(s) traversed on the infrastructure path, which means that any subsequent request for path switch initiated by either party makes sense only if it is executed simultaneously on both sides;

7.-9. After the information for availability of the direct path has been successfully exchanged between the two parties as described previously, at any time either party can trigger the path switch. The SIP re-INVITE method could be used for this purpose as follows:

· The SIP re-INVITE in step 7 carries a new media description for a subset of IP flows using IP@A2. Upon reception of the re-INVITE the IMS client in UE B knows that IP@A2 belongs to a disjoint IP network. Therefore, in step 8 UE B sends an OK carrying a media description for the same subset of IP flows using IP@B2. UE A can start sending media packets on the direct path upon reception of the OK in step 8. UE B can start sending media packets on the direct path upon reception of the ACK in step 9.

10. UE A and UE B are engaged in IMS communication with a subset of IP flows transferred on the direct path.

When the direct path becomes unavailable, the two UEs can perform path switch in the opposite direction using SIP re-INVITE, as described in steps 7.-9.

6.X.3
Impact on existing entities and interfaces
The solution has no specification impact on existing RAN entities.

The solution has no specification impact on existing EPC entities.

6.X.4
Solution evaluation

The solution is based on minor enhancement of Rel-11 IMS Service Continuity mechanisms.
The solution is applicable to both E-UTRA ProSe Communications and WLAN Direct Communications.
Being based on the IMS, the solution intrinsically supports IPv4 and presence of NAT traversal devices on the infrastructure path.
######################### NEXT CHANGE #########################
6.Y
Solution Y: ProSe Service Continuity for PS traffic sessions
6.Y.1
Functional description

    Editor’s Note: General description, assumption, and principles of the solution. 
6.Y.1.1
General

The solution described in this clause addresses the key issue “Service Continuity aspects” described in clause 5.11 for PS traffic sessions in general. It assumes IP connectivity on the direct path (i.e. E-UTRA or WLAN ProSe Communication path). It also assumes that the UE is capable of communication on the infrastructure and direct paths simultaneously.

NOTE: In the WLAN case simultaneous communication on both paths comes by default due to the dual radio nature of WLAN. In the E-UTRA case it is assumed that radio resources used for the direct and infrastructure paths can be shared in the time domain, so that even a single radio terminal is able to support concurrent communication (or what is perceived as simultaneous by the upper layers) on both paths.

6.Y.1.2
System architecture

Depicted in Figure 6.y.1.2-1 is the basic system architecture for ProSe Service Continuity for PS traffic sessions.
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Figure 6.y.1.2-1: Architecture for ProSe Service Continuity for PS traffic sessions
· Two terminals (UE A and UE B) are connected to the Evolved Packet System (EPS A and EPS B) of the same or different mobile network operators and are engaged in IP communication. The IP addresses they use for communication are denoted IP@A1 and IP@B1, respectively. Packets are exchanged over the infrastructure path depicted by the red curve;

· When the UEs detect that they are in proximity of each other, they establish direct communications (i.e. E-UTRA or WLAN ProSe Communication path). In the process each UE is assigned a new IP address that is used for communication on the direct path. These IP addresses are denoted IP@A2 and IP@B2 in the figure;

· When the data session between UE A and UE B is moved to the direct path, the packets are exchanged through a tunnel whose “outer” IP addresses are IP@A2 and IP@B2. Session continuity is preserved given that from the application perspective the original pair of addresses (IP@A1 and IP@B1) is still in use;

· In parallel, UE A remains engaged in communication with the media server.

NOTE:
It is assumed that the two UEs can exchange their “outer” tunnel IP addresses (IP@A2 and IP@B2) over the direct path. In the Wi-Fi™ Direct case the UE acting as a P2P Group Owner is in charge of assigning IP addresses for both UEs and may also be the one who initiates the establishment of the IP-in-IP tunnel on the direct path.

The following clauses go into more details on the UEs’ behaviour in the presence of NAT devices on the infrastructure path.

6.Y.1.3
Service continuity from infrastructure path to direct path in the presence of NAT devices
Depicted in Figure 6.y.1.3-1 is a system architecture for ProSe Service Continuity when the path is changed from infrastructure to direct for non-IMS traffic in the presence of NAT devices. UE A and UE B are communicating over the infrastructure path (red curve). It is assumed that both UEs are located behind NAT functionality residing in the EPS. Moreover, it is assumed (although not required) that the NAT device is collocated with a Port Control Protocol (PCP) Server that allows the UEs to request or learn the mapping between a private (address, port number) pair and a corresponding public (address, port number) pair.
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Figure 6.y.1.3-1: Infra-to-Direct path service continuity

In reference to Figure 6.y.1.3-2, the packets sent from UE A to UE B are manipulated by the NAT devices as follows:
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Figure 6.y.1.3-2: Infra-to-Direct path service continuity: manipulation of IP headers

· Packets sent by UE A on the infrastructure path have IP@A1 (i.e. UE A’s private IP address) and IP@B1pub (i.e. UE B’s public IP address) in the Source and Destination addresses of the IP header, respectively;

· The NAT device on UE A’s side changes the Source field by replacing IP@A1 with IP@A1pub (i.e. UE A’s public IP address);

· The NAT device on the UE B’s side changes the Destination field by replacing IP@B1pub with IP@B1 (i.e. UE B’s private IP address);

· The packet that is eventually delivered to the application in UE B has IP@A1pub and IP@B1 in the Source and Destination field.

Note that the port numbers used by the application are also translated in the process by the NAT devices. For the sake of simplicity, in the remainder of this clause we refer to translation of IP addresses only, whereas in reality it is the (IP address, port number) pair that gets translated.

When the UEs detect that they are in proximity, they establish direct communications and switch certain IP flows from the infrastructure path to the direct path and tunnel the packets through a tunnel whose “outer” IP addresses are IP@A2 and IP@B2. However, due to the fact that the IP addresses and port numbers have been altered in the network by NAT devices, the packets received on the direct path tunnel have different IP address and port numbers compared to those received on the infrastructure path, and are unrecognizable by the application in the receiver.

In order to enable service continuity, the UEs need to convert the packet headers of the packets they send and receive, similar to how packets are altered by NAT devices in the network:

· Each UE needs to discover that it is behind a NAT and learn/request the mapping between its private and public (address, port number) pairs. Specific to UE A, this means it needs to learn its public address (IP@A1pub) and public port number that correspond to its private IP address (IP@A1) and private port number used by a specific IP flow. This can be achieved by using the Port Control Protocol (PCP), which is why it was assumed that the NAT device is collocated with a PCP Server. Other mechanisms (e.g. STUN/TURN) may be used by the UE to learn its pubic (IP address, port number) pair corresponding to a specific IP flow;

· When sending a packet on the direct path, UE A converts the IP header by replacing IP@A1 with IP@A1pub in the Source address field; similarly, it replaces the private port number with the corresponding public port number in the Source port field;

· When receiving a packet on the direct path, UE B converts the IP header by replacing IP@B1pub with IP@B1 in the Destination field; similarly, it replaces the public port number with the corresponding private port number in the Destination port field.

As an alternative, the two devices can exchange their (public-private) mappings via the direct path, and then the entire packet header (i.e. including both the Source and Destination fields) is converted by either the sender or receiver.

6.Y.1.4 Service continuity from direct path to infrastructure path

Depicted in Figure 6.y.1.4-1 is an illustration for service continuity when an IP flow is moved from the direct path to the infrastructure path. UE A and UE B are engaged in communication over the direct path (red line). At some point they decide to switch a certain IP flow onto the infrastructure path.

The problem statement in this direction is not the same because there are no NAT devices on the direct path. In order to ensure service continuity, what is needed is the establishment of a direct tunnel between UE A and UE B over the infrastructure path. This tunnel can be established as follows:
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Figure 6.y.1.4-1: Direct-to-Infra path service continuity
· UE A needs to know UE B’s public pair (IP address, port number) that corresponds to UE B’s private pair (IP address, port number), which terminates the tunnel at UE B. Similarly, UE B needs to know UE A’s public pair.

· For this reason UE B needs to reserve a port number to be used as tunnel termination and request the translation of its private pair (address, tunnel termination port) from its PCP Server collocated with the NAT device. Each UE then sends its public pair (address, tunnel termination port) to its peer over the direct path;

· When sending a packet on the infrastructure path, UE A takes the original packet (having IP@B2 and IP@A2 as Destination and Source addresses, respectively) and encapsulates it in an “outer” IP packet that has the UE B’s public infrastructure pair (address, tunnel termination port) and UE A’s private infrastructure pair (address, port) as Destination and Source addresses;

· The NAT device on the UE A’s side converts the Source IP field in the “outer” header by replacing IP@A1 with IP@A1pub; similarly it replaces the private port number with the corresponding public port number in the Source port field;

· The NAT device on the B-side converts the Destination IP field in the “outer” header by replacing IP@B1pub with IP@B1; similarly it replaces the public tunnel termination port number with the corresponding private tunnel termination port number in the Destination port field

· UE B strips off the “outer” IP header and delivers the packet to the application with the same IP header as that used on the direct path i.e. IP@B2 and IP@A2 in the Destination and Source field, respectively.

As an alternative to this single tunnel method, each UE may establish a tunnel to a rendezvous server residing in the network that bridges the two. The rendezvous server address is agreed upon by the UEs using signalling over the direct link. Either UE may propose a rendezvous server address and a correlation identifier that allows the server to bridge the two half-tunnels.

6.X.2
Procedures

Editor’s Note: To be completed 
6.X.3
Impact on existing entities and interfaces
The solution has no specification impact on existing RAN entities.

The solution requires support of Port Control Protocol (PCP) in the UE and the EPC allowing the UE to discover the mapping of a private and public (address, port) pair:

· The PCP Server functionality is assumed to be collocated with the NAT device;

· UE needs to support a PCP Client.

In presence of NAT devices on the infrastructure path the UE needs to perform a NAT-like functionality by translating the IP address and port numbers for packets exchanged over the direct path.
6.X.4
Solution evaluation

The solution is applicable to both E-UTRA ProSe Communications and WLAN Direct Communications.

Handling of NAT traversal devices on the infrastructure path requires a NAT-like functionality in the UE.
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