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Abstract of the contribution:

Different possibilities for congestion signalling and its relationship to congestion semantics are discussed.
Introduction
Several solution proposals in draft TR 23.705 [1], as well as contributions discussed in the last meetings (e.g. [2]) address key issue #2 on user plane congestion awareness by means of reporting to the CN.

The purpose of this discussion paper is to clarify the relation between different aspects of congestion awareness, which are congestion indication semantics, i.e. what is the meaning of congestion indication, congestion detection granularity, i.e. on which level is congestion detected, and congestion reporting granularity, i.e. on which level is congestion reported.
Discussion

In the following, we distinguish between the aforementioned three aspects of congestion awareness and discuss the implications that a certain choice for one aspect (e.g. congestion semantics) has on another aspect (e.g. detection granularity). Furthermore, we discuss implications on complexity and on the solution space of congestion mitigation measures in the core network.
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Figure 1: Implications of congestion indication semantics on detection and reporting granularity.
Congestion indication semantics

According to the current definitions of TR 23.705, there are two categories of congestion indication semantics:

1. RAN user plane congestion: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time. RAN user plane congestion leads, for example, to packet drops or delays, and may or may not result in degraded end-user experience. 

[…]

2. User-impacting congestion: User-impacting congestion occurs when a service that is delivered to a user over the default bearer or a dedicated bearer does not meet the user’s expected service experience due to RAN user plane congestion. The expectation for a service delivery is highly dependent on the particular service or application. […]
For reasons of conciseness, we also refer to RAN user plane congestion as “Resource congestion” herein. 
Congestion Detection Granularity
The semantics of the indicated congestion have impact on the way how congested is detected as following:
· Detection of user impacting congestion requires knowledge of the per-service/application flows and their QoE/QoS requirements. This means that such a solution either needs pre-configured information in the RAN, such that the RAN can detect all the different services/applications and subscriber classes, or it relies on per-flow indications. It also requires that the RAN performs a complex mapping of the achieved QoS/QoE for the flow to some congestion indication semantics. Since the main scope of UPCON is on QCI=8/9 traffic on the default EPS bearer, where many different types of application traffic is transported, detection of user-impacting congestion depends on a per-flow level evaluation in the RAN in order to detect QoE/QoS deficits of a certain application flow.
· Detection of resource congestion is based on the utilization of RAN resources, such as RB utilization and buffer sizes. Further metrics such as throughput and radio channel quality could be taken into account, too. Detection of resource congestion is less complex, but should be designed in such a way that unnecessary indication is avoided. Resource congestion can be detected on per-cell or per-bearer granularity.
Observation 1: Detection of user-impacting congestion must be performed on a per-IP-flow level. Detection of resource congestion can be done on cell or per-bearer level.
Congestion Reporting Granularity
Different possibilities how to report congestion to the CN have been discussed in several contributions. The impact of congestion semantic and detection granularity is further clarified as following:
· User-impacting congestion depends on the QoE/QoS of IP-flows. As such, also the reporting should be done on a per-flow level such that the CN knows which IP flow is “congested”. Alternatively, reporting could be done on a per-bearer level, but then the CN has no information on which IP flows lead to a negative user experience. In this case, the overhead for detecting user-impacting congestion in the RAN cannot be leveraged for the congestion mitigation, and thus does not justify the additional complexity in the RAN.
· Resource congestion can be reported on a per-cell or on a per-bearer level. The CN decides on the appropriate congestion mitigation measures by taking into account all traffic that contributes to the congestion in the cell. The CN can improve user QoE by taking into account the application types and subscriber profile.

Observation 2: 
User-impacting congestion requires per-flow reporting of congestion or additional processing in the CN. Resource congestion can be reported on a per-cell or on a per-bearer level.
· Per-bearer vs. per-cell reporting for resource congestion:
For per-cell reporting, the CN knows that one specific cell is congested. The information which bearers (or UEs) are affected by the congestion has to be acquired either by ULR, or it has to be added to the notification to the CN for all affected bearers.

For per-bearer reporting, the CN knows which bearers are congested. Congestion mitigation measures can be applied without any additional processing. To increase precision of congestion mitigation measures, the Cell-ID of a congested bearer could be added to the congestion notification. 
Observation 3: 
Per-cell reporting requires correlation of UEs/bearers that are in a congested cell, e.g. by means of ULR or dedicated signalling upon every handover event.
· Indication for all flows/bearers in a congested cell vs. indication of only negatively impacted flows/bearers:
If congestion is indicated only for flows/bearers which are negatively impacted by congestion, the CN can only perform mitigation measures on traffic flows that are already suffering. If congestion indication is set e.g. for all bearers in a congested cell, or for a congested cell in general, the CN knows which flows contribute to congestion but are not suffering (e.g. P2P users or background traffic).
Observation 4: 
Congestion indication only for negatively impacted flows/bearers reduces the options of the CN to perform congestion mitigation. 
Congestion mitigation based on RAN resource congestion indication

Congestion mitigation based on resource congestion can be realized as following:

· RAN derives a cell congestion level based on resource congestion

· To enable a consistent interpretation of congestion levels with an operator’s network, RAN maps the cell congestion level to RCI. An RCI is a discrete level (e.g. an integer value) of resource congestion. The mapping shall be configurable by the operator.
· The RCI value is sent to the CN.

· The RCI is used by the CN to decide which congestion mitigation measure is taken (e.g. by activating a policy for congestion mitigation the specific congestion level). In the operator’s network, both RAN and CN should have the same interpretation of RCI. Operators can control the different congestion mitigation measures for each congestion level in a flexible, policy-controlled way.

· The reported congestion level may or may not change as a consequence of the congestion mitigation measure. E.g., traffic prioritization may increase user QoE in a congested cell, but does necessarily reduce the RAN resource utilization. The congestion mitigation measure for a certain congestion level is applied as long as the congestion level is reported.
Conclusions
For the two different congestion semantics, we can conclude the following for detection and reporting (also see Figure 1):
1. In RAN, detection of user-impacting congestion is more complex than detection of resource congestion. The congestion indication for only those flows/bearers that have bad QoE only limits the options for congestion mitigation in the CN, or will require additional processing in the CN.
2. Resource congestion can be detected on a per-cell/UE/bearer level, without necessity to look into IP flows. Resource congestion can be reported on a per-bearer basis or per-cell basis. The latter however requires additional signalling for the CN to identify which UEs/bearers are in a congested cell. 
Recommendations
Based on the observations and conclusions from the analysis of different options of congestion semantics as well as their implications on detection and reporting, we recommend considering the following guiding principles for congestion awareness:

1. RAN congestion detection:

· Low complexity of implementation;

· Based on resource utilization metrics;
· Cell-level semantics: congestion means “a cell is congested” at a certain level.

2. RAN congestion indication:
· Indication comprises all bearers/UEs of a congested cell;
· Indication is the same for all bearers/UEs of a congested cell, such that the CN can decide on which service flows congestion mitigation measures are applied;
· Additional signalling or correlation in the CN should be avoided.

· Indication enables the CN to react on a congestion level in a flexible way.

· Before indication, the cell congestion level is mapped to RCI with a low-complex, configurable method.

The solution proposal in the “proposed changes” section is based on these principles.
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Proposed Changes

6.1.2
General description, assumptions and principles

This solution addresses key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term “congestion” refers to “RAN user plane congestion”. The solution is based on the following principles:

Congestion Detection:

P1) The RAN informs relevant CN function(s) about the RAN user plane congestion. The semantics of congestion notification is on cell-level, based on RAN resource utilization metrics. Congestion feedback comprises all bearers of a congested cell.
NOTE:
The RAN implementation for predicting or detecting RAN user plane congestion is outside the scope of 3GPP.



P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures that reduce/limit/block some traffic transmit to/from impacted users).
P3) The CN is made aware of which users are contributing to or are affected by the RAN user plane congestion.

P4) Congestion (abatement) should be indicated in a lightweight but timely way. 

Congestion Mitigation:

P5) The user plane congestion management solution supports one or more of the required congestion mitigation schemes (i.e. traffic prioritization, limiting, gating and reduction on application and service-level) to allow flexible operator deployment based on their operational requirements. 
P6) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information. 

P7) Congestion mitigation measures based on traffic prioritization, limiting and reduction are enforced in the CN. They may also be applied at the service level, based on operator policies. Congestion mitigation based on traffic prioritization may also be applied in the RAN in order to take into account real-time radio channel information. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area.
<------------- second change ------------->

6.1.X
Solution 1.X: Resource-based RAN congestion detection and indication

6.1.X.1
General description, assumptions, and principles

This solution addresses key issues #1 and #2 on RAN congestion mitigation and awareness. It describes how RAN congestion can be detected and indicated based on the monitoring of RAN resources. In the following, RAN congestion information is denoted as “RCI”.

In order to avoid frequent reconfiguration of the detection mechanism in the RAN, the semantics of RCI should be as much as possible independent of service or application-specific metrics. This also reduces the implementation complexity in RAN. The congestion information should provide the CN with minimal, but sufficient information in order to be able to apply the appropriate congestion mitigation measures, without the necessity of additional signalling and complex processing. Furthermore, in the operator’s network, both RAN and CN should have a consistent interpretation of RCI values. 

Based on these considerations, we propose to detect and to indicate cell-based RCI with discrete levels of congestion. An RCI is derived from cell congestion level by means of a configurable, low-complex mapping function. Depending on the RCI, the CN can perform congestion mitigation by deciding which congestion mitigation measure is taken according to the current congestion level (e.g. by activating a policy for congestion mitigation the specific congestion level).

NOTE: 
The reported congestion level may or may not change as a consequence of the congestion mitigation measure. E.g., traffic prioritization may increase user QoE in a congested cell, but does not necessarily reduce the RAN resource utilization. The congestion mitigation measure for a certain congestion level is applied as long as the congestion level is reported.

The solution is based on the following principles:

P1) The implementation complexity in the RAN should be low.

P2) RAN user plane detection is based on RAN resource utilization metrics.

P3) The mapping from RAN resource utilization onto RCI should be configurable by operators.

P4) RCI provides an abstract level of RAN user plane congestion to the CN.

P5) RCIs indicate that a cell is congested.

P6) RAN provides minimal but sufficient information to the CN to perform congestion mitigation.

This solution does not address how RCI indication is transported to the CN.

6.1.X.2
High-level operation and procedures

The following figure illustrates the main principles of the solution:
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Figure 1: high-level operational principle of RAN resource based congestion detection and indication

The high-level operation steps of this solution are as following:

1. The RAN detects a cell congestion level based on monitoring of RAN resources and related metrics. In case of E_UTRAN, these metrics may include one or a combination of the following:

· Resource block (RB) utilization;

· Buffer lengths in the eNB, either for all bearers or for individual bearers with certain QCI values (e.g. QCI 8/9 default EPS bearers)

· Packet drop events due to buffer overrun;

· Throughputs per bearer/UE/cell, e.g. based on existing RAN measurement metrics;

· Further, implementation specific metrics.

Averaging over time and/or over bearer/UE-specific metrics should be applied in order to derive a stable expression of cell congestion levels.

2. RAN maps the congestion level to RCI, which is a discrete level of cell congestion (e.g. an integer value). The mapping should be low-complex and configurable by the operators.

3. The congestion level is indicated to the CN (e.g. as an integer value), such that the CN knows all EPS bearers of a congested cell. How this information is sent is not part of this solution.

NOTE: 
The mobile operator configures the policies for congestion mitigation in the CN in such a way that it reacts appropriately to the RCI. In the operator’s network, both RAN and CN should have a consistent interpretation of RCI values.
6.1.X.3
Impact on existing entities and interfaces
The solution is based on already existing RAN metrics. Some simple algorithmic processing in RAN nodes is required.

6.1.X.4
Solution evaluation
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