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Abstract of the contribution:  
· Congestion Aware Fairness : Under RAN congestion the network shall ensure network resources are allocated fairly so that the majority of users are not heavily impacted by the consumption habits of the consistently heaviest users. 
· Congestion awareness taking into account UE mobility: The RAN congestion notification shall take into account the potential mobility of the UE, i.e. consider potential UE mobility to non congested coverage when notifying an UE is in a congested area
1. Discussion
1.1
RAN Congestion Aware Fairness
SA1 states that “according to operator policy, the network shall be able to select specific users (e.g. heavy users, roaming users, etc.) and adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile.” Congestion-Aware Fairness involves optimization of network capacity usage to mitigate the impact of congestion on users during peak periods. 
This Tdoc brings a new Key issue to tackle this point.

1.2 Congestion awareness taking into account UE mobility
Key issue 2 contains a NOTE (3) that indicates that “Short-term congestion should not be indicated”. This is very reasonable requirement as

· it prevents network oscillations that would be due to frequent changes of network behaviour changes due to frequent changes of the congestion of an UE

· it avoids overloading network signalling with frequent notifications of  congestion status changes
· etc…
This leads to having a temporal integration of the congestion status of a RAN (e.g. of the order of magnitude of minute(s)). The congestion status of a RAN needs to be associated with each impacted UE as the network reaction will target the traffic of these UE.  This means that an UE may be associated with a RAN congested status during a delay of the order of magnitude of the temporal integration of the congestion status of a RAN even though the UE has moved to a non congested RAN in the mean time.
This Tdoc updates Key Issue #2: “RAN User Plane congestion awareness” to tackle this point.

2. Proposal

Modify TR 23.705 as shown below
5
Key Issues

5.X
Key Issue #X: RAN Congestion Aware Fairness
5.X.1
Description of the issue and Assumptions
Fairness between users means making sure that “heavy users” are throttled when served by a congested RAN. 

Conversely, it is desirable to not throttle heavy users when they are not served by a congested RAN.
The congestion-aware fairness solution benefits both users and operators. 
· Service providers need these types of network optimization tools to ensure that access to network resources - especially during congestion peaks - is managed fairly for all users.
· Regular (Not heavy) users have a fair access to resources especially at times of congestion.

· For even the heaviest users, it helps making wide access to bandwidth under normal network conditions more affordable, while ensuring that the majority of users are not heavily impacted by the consumption habits of the consistently heaviest users. 

The key issue is to determine

· How to determine and report which user is an heavy user

· How to not throttle heavy users when they are not served by a congested RAN
5.2
Key Issue #2: RAN User Plane congestion awareness

5.2.1
General description and assumptions
NOTE 1: This key issue does not exclude any solution proposal; solution proposals that do not require any form of RAN user plane congestion awareness do not need to address this key issue.
NOTE 2: Congestion awareness means awareness of congestion onset, continuance and abatement.
In order to address RAN user plane congestion, the following system capabilities are required according to TS 22.101 [3]:

-
allow the network “to adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile”;

-
allow the network “to reduce the user plane traffic load (e.g. by compressing images or by adaptation for streaming applications)” based on RAN congestion status and according to operator policies; and

-
allow the network “to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE”.
Editor’s Note: It is FFS how to derive architecture requirements from this system level requirements.

To support these system capabilities, some network elements outside the RAN may need to become aware of the congestion status. 
The following aspects should be considered by solutions that propose some form of RAN congestion awareness:

-
Where in the network is awareness of RAN user plane congestion required?

-
What information on the congestion (e.g. severity of congestion, etc.) is required to enforce appropriate mitigation measures?

-
Which level of granularity for congestion awareness is required?

-
In case the congestion status needs to be reported from the RAN towards other system entities:

-
What is congestion and how is it detected?

-
How often and when does the congestion status need to be indicated? 

NOTE 3: Short-term congestion should not be indicated.

-
How to avoid that an UE may be associated with a RAN congested status during a delay of the order of magnitude of the temporal integration of the congestion status of a RAN even though this UE has moved / may move  to a non congested RAN in the mean time
-
What information needs to be indicated (e.g. severity of congestion or cell information), also taking into account the balance between signalling/processing overhead and benefits (e.g. preciseness)?

-
How is the congestion status be indicated( i.e. in the user plane or in the control plane),  and over which interfaces?
6
Solutions
Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.X
Solution X:  RAN Congestion Aware Fairness
6.X.1
General description, assumptions, and principles

This solution addresses the key issue X “RAN Congestion Aware Fairness”
Determination of whether an user is a heavy user

The determination of whether a user is a heavy user cannot rely on the RAN as the RAN has a too narrow view of user traffic. The PCRF is the best place to determine which user is a heavy user as it can rely on

· usage monitoring capabilities of both PCEF and TDF and thus aggregate network resource usage during long enough period

· Sy notifications from the OCS if the aggregation of the traffic of an user relies on Gy(*) based reporting.

Furthermore, the determination of which user is an heavy user depends on the user subscription and should be controlled by subscription data in the SPR thus should take place in the PCRF.

How to throttle  heavy users

It is desirable to not throttle heavy users when they are not served by a congested RAN.
The scenario considers two levels of complexity for the network reaction to an heavy user:. 

· In the first level, subscriber’s longer term network usage is measured independent of the congestion levels in the network. In this case the policies sent to the network shall make sure that heavy users are not throttled when these users are served by a non congested network area. The determination of the QCI/FPI/.. based on whether an user is a heavy user is an example of the mechanisms that may apply

· In the second level, network congestion levels are applied to the measurement of per subscriber usage to correlate that usage with the frequency and/or severity of network congestion. In this case the policies applied in the network may depend on whether the user is in a congested area. Example of these policies are 

· Defining a different AMBR for heavy users in a congested areas

· Throttling applications for heavy users in a congested areas

The solution will focus on the second level of network reaction as the first level can be supported (QCI) with Rel11 mechanisms.
6. X.1.1 
Reference Architecture

Note that the reference architecture shown here refers to a RAN Congestion Status Function that is an abstract representation of the way used by the PCRF to get the congestion status about an UE,  This means that currently the solution on purpose does not detail how the PCRF gets the RAN congestion status
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IF-x: The interface between the RAN Congestion Status Function and its clients (such as the PCRF) enables the client  to receive/request the RAN congestion  status.

6.X.2
High-level operation and procedures

0. The PCRF receives RAN Congestion Status information from RAN Congestion Status Function   . Alternatively, the PCRF polls the RAN Congestion Status Function   periodically for load status of the network. The RAN Congestion Status indicates which UE are currently served by a congested RAN.

NOTE: Step 0  is “a continuous process” and  may occur  before or after Step 1 and 2

1. The UE attaches to the network or activates a PDN connection. The associated IP CAN session is established. The PCRF obtains the UE’s profile from the SPR. The subscriber policy indicates the rate plan on this PDN connection (the threshold above which the users is considered as an heavy or a very heavy user and the action to take) 

2. The PCRF determines which users are heavy users. This may rely on

· usage monitoring capabilities 
· Sy notifications from the OCS 
NOTE: Step 2  is “a continuous process” 

3. Based on the determination that an user is a heavy user that furthermore is served by a congested RAN, the PCRF may decide to 

a. Update policies in the PCEF or TDF e.g. update the AMBR or MBR
b.  Throttle the traffic of some applications via an indication sent to the application over Rx. This may rely on mechanisms described in Solution X:  RAN Congestion  Aware Scheduling of Content
NOTE: both actions are not exclusive 

6. X.3
Impact on existing entities and interfaces
6. X.3.1 
PCRF

The PCRF must support a new interface with the RAN Congestion Status Function   in order to be able to receive/request the RAN congestion status.

The PCRF must support a new IE over the Rx interface to carry the re-try interval.
6. X.3.2  
AF

The AF must implement a new re-try procedures to deliver the content based on the  re-try interval. The re-try request shall include the  “the re-try-indication” to enable the PCRF to differentiate re-try attempts to deliver content from first time/initial attempts.

6. X.4
Solution evaluation
Editor’s note:  FFS.
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