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1. Introduction

UE1 & UE2 are attached to evolved packet system of a mobile network operator. UE1 and UE2 can communicate with each other via the infrastructure path as shown in Figure 1. During the communication via infrastructure path the IP packets between UE1 and UE2 traverses various network nodes (e.g. eNB, serving gateway (S-GW), P-GW, PDN, etc). In order for UE1 and UE2 to communicate with each other via infrastructure path, UE1 and UE2 establish IP session with an application server in PDN.  IP packets are then sent from UE1 to server in PDN and then the server in PDN sends them to UE2. Similarly, IP packets are sent from UE2 to server in PDN and then the server in PDN sends them to UE. Alternately UE1 and UE2 can communicate with each other via the direct communication path (ProSe communication path) between UE1 and UE2 as shown in Figure 1. A direct communication path between the UE1 and UE2 is established when UE1 and UE2 are in proximity to each other. The communication path between UE1 and UE2 may be switched from ProSe communication path to infrastructure path and vice versa. 


[image: image1.emf]UE1

eNB S-GW

P-GW

UE2

eNB S-GW

P-GW

Communication via Wireless network Direct Communication Path

Packet Data

Network

Packet Data

Network


Figure 1 Communication Paths between UE1 & UE2
Service continuity issues during path switching: 
a) Communication Path switch from ProSe communication path to infrastructure path: During the communication via ProSe communication path IP layer at UE1 interacts with IP layer at UE2. After the communication path is switched to infrastructure path, IP layer at UE1 & UE2 interacts with IP layer at application server in PDN. So switching the path will need creation of new IP sessions between UE1/UE2 and application server. The source and destination IP address pairs used during ProSe communication path are also not valid during communication via infrastructure path as UE1 and UE2 has new IP sessions with an application server in PDN.
b) Communication Path switch from infrastructure path to ProSe communication path: During communication via infrastructure path IP layer at UE1 & UE2 interacts with IP layer at application server in PDN. After the communication path is switched to ProSe communication path, IP layer at UE1 and UE2 needs to interact with each other. So switching the path will need creation of new IP session between UE1 & UE2. The source and destination IP address pairs used during infrastructure path are also not valid during communication via ProSe communication path as UE1 and UE2 has new IP sessions with each other.
In this contribution we propose a solution wherein UE1 and UE2 can communicate with each other without IP session change when the communication path is switched from ProSe communication path to infrastructure path and vice versa.
1.1 Solution for ProSe Service Continuity

UE1 & UE2 attaches with the evolved packet system and each is assigned an IP address. The IP address may be assigned by the Packet Data Network gateway (P-GW) or IP server in the evolved packet system. These IP addresses are local IP addresses in evolved packet system. UE1 and UE2 uses the IP addresses assigned for communication with each other. During the communication between UE1 and UE2 via the infrastructure path or ProSe communication path the Application layer, transport layer & IP layers of UE1 and UE2 directly communicate with each other as shown in Figure 2A.UE1 and UE2 send the IP packets carrying each other’s IP addresses as shown in Figure 2B.
If UE1 and UE2 start communicating with each other first on direct communication path then they can exchange each other’s IP addresses over direct communication path. If UE1 and UE2 start communicating with each other first on infrastructure path then they can know each other’s IP addresses through the application server or ProSe Server. If UE1 and UE2 start communicating with each other first on infrastructure path and then it switches to direct communication path then IP address exchange is not needed as UE1 and UE2 already has each other’s IP addresses. Similarly, if UE1 and UE2 start communicating with each other first on direct communication path and then it switches to communication path via wireless communication network then each other’s IP address is already known and request to application server or ProSe Server for IP address is not needed.
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Figure 2 Protocol Layer Interaction during communication between UE1 and UE2 via infrastructure path/Direct path
As the IP session is directly established between UE1 and UE2 irrespective of communication via direct path or via infrastructure path the IP session is seamlessly continued during the path switch.
EPS bearers between UE & P-GW for IP packet between flow between UE1 and UE2 directly using the locally assigned IP addresses: ProSe EPS bearer is established between UE and P-GW in the UL/DL direction to carry IP packets from UE which are destined for another UE. Non ProSe EPS bearer between UE and P-GW in the UL direction carries IP packets from UE which are destined for IP entity in PDN. Non ProSe EPS bearer between UE and P-GW in the DL direction carries IP packets received from IP entity in PDN which are destined for an UE in EPS. 

One and more ProSe EPS bearers and/or one or more Non ProSe EPS bearers can be established between ProSe UE and P-GW. A ProSe UE is the one which has the capability to directly communicate with another ProSe UE. A ProSe UE can establish a Non ProSe EPS bearer to communicate with IP entity in PDN and can also establish a ProSe EPS bearer to communicate with another UE. A ProSe UE can simultaneously use ProSe EPS bearer and Non ProSe EPS bearer to communicate simultaneously with IP entity in PDN and another UE. The EPS bearers which can be established between ProSe UE, Non ProSe UE and P-GW are illustrated in Figure 3. 
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Figure 3 ProSe EPS bearer for direct communication between UEs via infrastructure path

The IP packets received in the UL direction on UL ProSe EPS bearer are mapped by P-GW to DL ProSe EPS bearer using the packet filters. The IP packets received in the UL direction on Non ProSe EPS bearer are sent by P-GW to PDN. The IP packets received from PDN are mapped by P-GW to non ProSe EPS bearers using the packet filters.

2. Proposal
It is proposed to make the following change to 23.703.

Begin First Change

6.X
Solution X: ProSe service continuity
6.X.1
General description

 UE1 & UE2 are attached to evolved packet system of a mobile network operator. UE1 and UE2 can communicate with each other via the infrastructure path as shown in Figure 1. During the communication via infrastructure path the IP packets between UE1 and UE2 traverses various network nodes (e.g. eNB, serving gateway (S-GW), P-GW, PDN, etc). In order for UE1 and UE2 to communicate with each other via infrastructure path, UE1 and UE2 establish IP session with an application server in PDN.  IP packets are then sent from UE1 to server in PDN and then the server in PDN sends them to UE2. Similarly, IP packets are sent from UE2 to server in PDN and then the server in PDN sends them to UE. Alternately UE1 and UE2 can communicate with each other via the direct communication path (ProSe communication path) between UE1 and UE2 as shown in Figure 1. A direct communication path between the UE1 and UE2 is established when UE1 and UE2 are in proximity to each other. The communication path between UE1 and UE2 may be switched from ProSe communication path to infrastructure path and vice versa. 
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Figure 1 Communication Paths between UE1 & UE2
Service continuity issues during path switching: 

a) Communication Path switch from ProSe communication path to infrastructure path: During the communication via ProSe communication path IP layer at UE1 interacts with IP layer at UE2. After the communication path is switched to infrastructure path, IP layer at UE1 & UE2 interacts with IP layer at application server in PDN. So switching the path will need creation of new IP sessions between UE1/UE2 and application server. The source and destination IP address pairs used during ProSe communication path are also not valid during communication via infrastructure path as UE1 and UE2 has new IP sessions with an application server in PDN.

b) Communication Path switch from infrastructure path to ProSe communication path: During communication via infrastructure path IP layer at UE1 & UE2 interacts with IP layer at application server in PDN. After the communication path is switched to ProSe communication path, IP layer at UE1 and UE2 needs to interact with each other. So switching the path will need creation of new IP session between UE1 & UE2. The source and destination IP address pairs used during infrastructure path are also not valid during communication via ProSe communication path as UE1 and UE2 has new IP sessions with each other. 
6.X.2
Procedures for IP session continuity
 UE1 & UE2 attaches with the evolved packet system and each is assigned an IP address. The IP address may be assigned by the Packet Data Network gateway (P-GW) or IP server in the evolved packet system. These IP addresses are local IP addresses in evolved packet system. UE1 and UE2 uses the IP addresses assigned for communication with each other. During the communication between UE1 and UE2 via the infrastructure path or ProSe communication path the Application layer, transport layer & IP layers of UE1 and UE2 directly communicate with each other as shown in Figure 2A.UE1 and UE2 send the IP packets carrying each other’s IP addresses as shown in Figure 2B.
If UE1 and UE2 start communicating with each other first on direct communication path then they can exchange each other’s IP addresses over direct communication path. If UE1 and UE2 start communicating with each other first on infrastructure path then they can know each other’s IP addresses through the application server or ProSe Server. If UE1 and UE2 start communicating with each other first on infrastructure path and then it switches to direct communication path then IP address exchange is not needed as UE1 and UE2 already has each other’s IP addresses. Similarly, if UE1 and UE2 start communicating with each other first on direct communication path and then it switches to communication path via wireless communication network then each other’s IP address is already known and request to application server or ProSe Server for IP address is not needed.
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Figure 2 Protocol Layer Interaction during communication between UE1 and UE2 via infrastructure path/Direct path

As the IP session is directly established between UE1 and UE2 irrespective of communication via direct path or via infrastructure path the IP session is seamlessly continued during the path switch.
EPS bearers between UE & P-GW for IP packet between flow between UE1 and UE2 directly using the locally assigned IP addresses: ProSe EPS bearer is established between UE and P-GW in the UL/DL direction to carry IP packets from UE which are destined for another UE. Non ProSe EPS bearer between UE and P-GW in the UL direction carries IP packets from UE which are destined for IP entity in PDN. Non ProSe EPS bearer between UE and P-GW in the DL direction carries IP packets received from IP entity in PDN which are destined for an UE in EPS. 

One and more ProSe EPS bearers and/or one or more Non ProSe EPS bearers can be established between ProSe UE and P-GW. A ProSe UE is the one which has the capability to directly communicate with another ProSe UE. A ProSe UE can establish a Non ProSe EPS bearer to communicate with IP entity in PDN and can also establish a ProSe EPS bearer to communicate with another UE. A ProSe UE can simultaneously use ProSe EPS bearer and Non ProSe EPS bearer to communicate simultaneously with IP entity in PDN and another UE. The EPS bearers which can be established between ProSe UE, Non ProSe UE and P-GW are illustrated in Figure 3. 
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Figure 3 ProSe EPS bearer for direct communication between UEs via infrastructure path

The IP packets received in the UL direction on UL ProSe EPS bearer are mapped by P-GW to DL ProSe EPS bearer using the packet filters. The IP packets received in the UL direction on Non ProSe EPS bearer are sent by P-GW to PDN. The IP packets received from PDN are mapped by P-GW to non ProSe EPS bearers using the packet filters.
End First Change


_1429699852.vsd
�

ProSe UE


P-GW


Non ProSe EPS Bearer


ProSe EPS Bearer


Non ProSe UE


Non ProSe EPS
 Bearer


Two Types of EPS bearers
 between UE & P-GW


ProSe UE


ProSe EPS Bearer


Packet Data
 Network



_1430043667.vsd
�

IP Pkt
(UE1 à UE2)



_1429685909.vsd
�

UE1


eNB


S-GW


P-GW


UE2


eNB


S-GW


P-GW


Communication via Wireless network


Direct Communication Path


Packet Data
 Network



