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Abstract of the contribution: This contribution describes a solution for RAN congestion awareness and notification based on IETF 3168 Explicit Congestion Notification.
I. Introduction
This contribution proposed solution to solve the key issue on RAN congestion awareness and notification to the core network.

The solution is based upon several basic concepts:

· Leverage existing frameworks and procedures as is possible

· Minimize additional signalling when reporting congestion indication and information

· Provide the minimal amount of data to accomplish the task.  In conducting congestion management research it was found that comparison of usage data, e.g. bytes, packets and flows, for all IP traffic and congestion indicated traffic provides a rudimentary traffic profile that improves the policy decision of PCRF.
· Attempt to not only mitigate but remediate the issue.  If mitigation occurs quickly then an operator may be unaware of the actual long term issue causing congestion.   In other words, if UPCON mitigates congestion quickly it may preclude the operator from solving the actual issue.  Issues related to radio planning, e.g. cell splits, cell reconfigurations, etc. often require data such as call quality during the congestion event.   

· Be future proof and backwards compatible – This requires acknowledgement that not all elements, especially UEs and SAs, will support a specific feature, e.g. ECN.  It also mandates the solution support networks where all elements do support the features.  For instance, the ECN proxy functions are defined and specified as optional in order to accommodate networks were all SAs and UEs would support ECN.    
· Support Home and Visited Network congestion reporting in roaming cases.
II. Solution
The proposed solution uses the IETF RFC 3168 Active Queue concept and Explicit Congestion Notification to detect congestion and notify congestion to the core networks.  The advantages of this solution:

· Already used in 3GPP release 10 for codec adaptation in TS 36.300, when RF congestion occurred, the congestion is flagged in the PDCP SDU.
· Support bi-direction congestion (uplink and downlink).
· Applicable to various granulation of congestion, e.g. at user level, APN level, IP flow level.
· Scalable, it can support congestion to all network entities in EPS.

The proposed solution utilizes existing PCRF/PCEF policy framework to enforce mitigation policies.  With an option for the Online Charging System (OCS) to perform charging related activities (e.g. counter on subscriber spending limits, policy counters such as bytes used, time or applications used).  The OCS may report policy counter status when requested by the PCRF and notifies the PCRF of status changes.  Congestion indication and information is delivered to the PCRF over existing threshold interval and procedures (e.g., time based, usage based).   
Congestion information data includes raw and congested usage, e.g. packet count, flow count and byte count, for level of reporting granularity to provide a rudimentary traffic profile regardless of the bearer, rule or rule prioritization used.

Additional functionalities required by this proposed solution are:

· Reporting of congestion at network entity level (e.g. eNB) is proposed, this avoids the PCRF having to perform detail counter aggregation. 
· P-GW (home subscriber) or S-GW (for roamer) sends the detail usage record (e.g. the User Location Information (ULI) AVP) to the PCRF.  This avoids the PCRF having to perform detail congestion correlation between network entity level and a subscriber.

Mitigation will involve many Stage 3 policies configuration, some examples are: 
· Aggregate policy commands/actions into single rule:

· Application Specific policy enforcement – Application Detection Control (ADC) rules are used to support groups of application specific policy enforcement.  Such examples include setting the display resolution of video traffic, e.g., ‘Standard Definition (SD)’ or ‘HD720’, and setting optimization levels, e.g., a scalar value, within a single rule.  This reflects current production capability in many video optimization systems but is not currently supported in any capacity in the PCC.
· Expand the bandwidth limitation function to include Per-Flow bandwidth limitations.  This can limit a single SDF within a rule to dominate the overall bandwidth.  For example, a subscriber’s data usage can’t exceed 6 Mb on default while no dedicated bearers, i.e., no single flow (e.g, SDF) in her/his data session can exceed 1.5 Mb.
An added value of UPCON is for operator to take remediation action from the congestion information.  This is an optional part of the solution but is critical to the operator’s ability to permanently resolve some congestion issues.  This data reported includes but is not limited to
· Reported/ assigned Call Quality

· Bearer level information, e.g. drops, admissions, handover, etc.

Additional background on the solution can be found at S2-130831.

III. Proposal
It is proposed to adopt the solution in the TR 23.705.
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6
Solutions

Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.1.x
Solution x: RAN user plane congestion awareness 
6.1.x.1
General description, assumptions, and principles

6.1.x.1 General Description
The solution leverages the Active Queue Management (AQM) and notification concepts specified in RFC 3168 [xx].   This mechanism is already used in 3GPP release 10 in TS 36.300 [yy], TS 25.401 [z1],TS 26.114 [z2] for codec adaptation in the event of congestion in eNB.  The solution requires the eNB and UE to utilize the Explicit Congestion Notification (ECN) specified in RFC 3168 [xx]
The EPS must be fully compliant to RFC 3168 [xx] in the inner IP and the outer layer 3 IP, regardless if ECN is supported by a UE and the other end point.  When the UE and the other end point support ECN, EPS ECN support provides an end to end ECN solution.  When a UE or the other end point does not support ECN, the eNB or P-GW will perform an ECN proxy function.   

PCRF rules are enhanced to capture usage information related to congestion experience. This allows Active Queues conformant to ECN that are not part of an EPS related congestion report to be observed by the PCRF, e.g. a backhaul entity that is congested can be observed as easily direct congestion reports from EPS elements.
Congestion indication and information are sent to PCRF using existing procedures and interface (e.g. Gx).  
Mitigation actions are accomplished using existing or enhanced PCRF rules. Same example of enhanced rules are expansion of the bandwidth limitation function to support per flow limitations and the addition of service specific command sets that would logically be associated with ADC rules.
6.1.x.2 Assumptions

Some of architecture assumptions:
· Not every UE or other end point will comply with RFC 3168 [xx].
· Operator mandates support of ECN EPS to ensure no black hole in the transport path (e.g. including the backhaul).
· Some congestion information will be conveyed via GTP to the PCRF to enable mitigation (e.g. ECN marking and congestion load).
6.x.1.3 Principles of the solution: 
· Any Active Queue can indicate congestion via ECN.
· ECN support is required to be end to end and accommodate all scenarios regarding ECN support. 
· Network entity congestion level report is provided. 
· User Session congestion should be correlated with network entity (e.g. eNB) congestion that is already performed by the P-GW for CDR generation.
· Additional congestion information to be provided and allow operators to not only mitigate but remediate congestion.
· Visited and Home network scenarios are accounted for.
· Re-use existing procedures and interface whenever possible.
6.1.X.2

High-level operation and procedures
eNB, S-GW and P-GW operations and procedures:

· When an outer IP packet is marked the inner must also be marked

· Provide new GTP-U header to report back congestion, e.g. GTP-U specific ECN echo function

· eNB, S-GW, and P-GW required to support  ECN per RFC 3168 [xx].

eNB, operation and procedure 

· Optionally, if the UE does not support ECN, the eNB shall support ECN Proxying for the UE proxied device.
· ECN Proxying operation and procedures

· Detection of non ECN supporting IP end point, hereafter referred to as the Proxied Endpoint.

· Advertise ECT in the direction away from the Proxied Endpoint’s IP peer if ECN support was advertised.
· TCP ECN echo to the Proxied Endpoint’s IP peer when Congestion Experience (CE) was marked in flow’s packets or if the ECN Proxy is experiencing congestion
P-GW operation and procedure
· If the other end does not support ECN, the P-GW shall support ECN Proxying for the other end.
· Report network entity (i.e. eNB) level congestion information to PCRF.
· P-GW (home subscriber) or S-GW (for roamer) to send the detail usage record (e.g. the User Location Information (ULI) AVP) to the PCRF or other congestion collection capability, e.g., OCS.
PRCF/PCEF operation and procedure

· PCEF provide new measurements for congestion including Congested-Bytes-In and Congested-Bytes-Out whenever Bytes-In and Bytes-Out to PCRF.
· PCEF provide optional measurements to PCRF to enable PCRF to profile traffic, e.g. Flow-Count, Congested-Flow-Count, Packets-In, Packets-Out, Congested-Packets-In, Congested-Packets-Out, etc.

· PCRF will have enhanced rules to add ECN specific metrics, e.g. IP-ECN-CE-Bytes-In.
6.1.X.3

Impacts on existing entities and interfaces
eNB

· Support ECN capability per RFC 3168 [xx]

· Shall support congestion information at the IP flow level, subscriber level and eNB level.  For the eNB level it is congestion for the entire eNB.  Below are some example of congestion information at eNB and subscriber level..
· Overall congestion of eNB 

· Number of connected users on an eNB (% of total usage)

· Average throughput on an eNB and the expected throughput (enable to determine the user throughput experience)

· Congestion of the subscriber
· Peak throughput of the user on an eNB

· Number IP flows connections of the user on an eNB 

· Peak packet count used of the user on an eNB
· Marks inner packets when outer packets have been marked as congested on a GTP-U packet.
· Act as proxy for a UE if the UE doesn’t support ECN capability. 
· Support new GTP-U ECN Echo Header.
· Provide congestion information (e.g. reported/assigned call quality, Bearer level information, e.g. drops, admissions, handover).
 S-GW, P-GW 
· Support ECN capability per RFC 3168 [xx]

· Shall support congestion equivalent counters, e.g. Congested-Bytes-In, Congested-Flows, etc. when usage is reported 
· Support P-GW (home subscriber) or S-GW (for roamer) to send the detail usage record (e.g. the User Location Information (ULI) AVP) to the PCRF.
· Support new counters, e.g. Flows, Packets-In, Packets-Out, when reporting usage is reported.

· P-GW shall act as proxy for the other end, this will fulfill the end to end requirement of ECN per RFC 3168 [xx] if the other end doesn’t support ECN. 
PCRF

· Shall understand congestion indication and information

· Shall have congestion mitigation rules configured 
Online charging system (OCS)
· Optionally, the Online Charging System (OCS) may perform charging related activities (e.g. counter on subscriber spending limits, policy counters, usage monitoring) and pass the counters to the PCRF to determine mitigation rules and action.
***Ends of the change***
