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Abstract of the contribution: This contribution proposes a solution that uses a new GTP-C procedure to transfer the RAN user plan congestion information to the core network. The RAN nodes report congestion status as the core network required. When the core network received the indication that the status changed, it can make out new policies to mitigate the congestion.  
1 Introduction
We know that RAN user plane congestion usually occurs over the air interface (e.g. LTE-Uu), in the radio node (e.g. eNB) and/or over the backhaul interface between RAN and CN (e.g. S1-u). RAN nodes have the direct parameters reflecting the congestion aroused by the above reasons, or can make out the congestion status through simple analysis. So we suggested the congestion status is analysed and reported by enhanced RAN nodes.
And we know that the congestion usually appears in the scope of one cell or one radio node. So we suggested the reporting granularity is cell or radio nodes. In the report, we can indicate which reason arouses the congestion, and we can especially point out what kind of service/ content has reduced experience in the cell.
To minimize the impact on the current architecture, we suggest achieving the reporting function from RAN nodes to the core network with 3 new GTP-C messages. These flows are congestion reporting control, congestion status report, and cancel congestion status report.
The core network is the controller. It can start or stop the reporting. And it can also indicate whether the status is reported by fixed frequencies, or just reported when the congestion status changed.
The updated PCRF support per user polices in the scope of the same cell. The PCRF can recognize the on-line users in the congestion cell. And make out correct polices for the congestion mitigation.
Proposal
It is proposed to add this mechanism as an alternative solution in TR 23.705.
* * * Start of 1st proposed change * * * *
6.X
Alternative Solution 1: Congestion awareness by a centralized entity 
6.X.1
General description, assumptions, and principles

    Editor’s Note: This sub-clause should identify the key issues address by this solution. 
We know that RAN user plane congestion usually occurs over the air interface (e.g. LTE-Uu), in the radio node (e.g. eNB) and/or over the backhaul interface between RAN and CN (e.g. S1-u). RAN nodes have the direct parameters reflecting the congestion aroused by the above reasons, or can make out the congestion status through simple analysis. So we suggested the congestion status is analysed reported by enhanced RAN nodes.
And we know that the congestion usually appears in the scope of one cell or one radio node. So we suggested the reporting granularity is cell or radio nodes. In the report, we can indicate which reason arouses the congestion, and we can especially point out what kind of service/ content has reduced experience in the cell.
To minimize the impact on the current architecture, we suggest achieving the reporting function from RAN node to the core network with 3 new GTP-C flows. These flows are congestion reporting control, congestion status report, and cancel congestion status report.
The core network is the controller. It can start or stop the reporting. And it can also indicate whether the status is reported by fixed frequencies, or just reported when the congestion status changed.
The updated PCRF support per user polices in the scope of the same cell. The PCRF can recognize the on-line users in the congestion cell. And make out correct polices for the congestion mitigation.
6.X.2
High-level operation and procedures
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Figure 1 suggested architecture
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Figure 2 main flows
1. The PCRF issues congestion report start policies per cell/RAN nodes/interface, indicating the reporting frequency and content. This command is forward to the RAN nodes; 
2. RAN nodes report the congestion status as the core network required. The report is forward to the PCRF. Then PCRF informs new policies to mitigate the congestion.
3. In the network historical empty duration, the PCRF may cancel the congestion status report. 
6.X.3
Impact on existing entities and interfaces
The new requirements are mainly on the RAN nodes and PCRF
The RAN nodes should
· Analyze the congestion status with different reason,
· Start or stop congestion status report as the core network required,
· Output the congestion info as the core network required,
The PCRF should
· Support to trigger congestion report, the cell-ID is the key index,
· Recognize which users are under the congestion cell by cell-ID,
· Can issue new policies to the users under the congestion cell,
The core network should
· Correctly forward the report command and report content;
6.X.4
Solution evaluation
· Simple flow extension, achieve congestion mitigation on the PCC architecture,
· Per cell/RAN nodes reporting ,Avoid too frequent signal exchange and too frequent congestion status change
· No additional equipment, make the full analysis ability of RAN nodes,
· The reporting controller is in the core network side, strengthen the network control ability,
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