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Abstract of the contribution: Discussing overload issues related to GTP-C signalling and discussing which issues might be solved by a GTP-C overload type indication, load level indication or by other measures.
Overview
For the scope of factors to be addressed with measures that mitigate the negative effects of an overload situation, it should be assumed that the operator has a regular follow-up on the load situation in the network. Detecting and eliminating bottlenecks is an important aspect in that work and should not be in focus for in service functions for 3GPP to address in other way than devising standardized procedures that behave in a predictable way when the communication between nodes is temporarily disturbed or overloaded.

It should be a general 3GPP target to devise the standardized procedures to avoid unnecessary signalling as well as mixing signalling with widely different needs at the data sink. (E.g. location can be accurate and time can be accurate, but keeping the data sink updated with an accurate location at all times is demanding and likely a waste of resources.)

Once the procedures are devised to, in the network perspective, avoid unnecessary signalling in normal operation it is suitable to study situations that significantly deviate from normal operation/usage. Evident factors are more users than normal in the same location/cell, storm of traffic (e.g. many users start receiving the same live streaming video simultaneously), major network configuration as well as the case of one or more central node outages (resulting in recovery scenarios),

Therefore, in a properly balanced network, properly specified recovery methods helps limiting the risk for overload in the network. This may however still occur, but may be regarded as an exceptional state that calls for methods to avoid cascading effects that causes the disturbance to unnecessarily spread in the network.

The nodes that would be most likely to be overloaded in a recovery scenario (overload due to traffic increase should not occur with proper network planning) are those that (a) need to invoke clean-up procedures and/or (b) are invoked in the recovery procedure.

Therefore it is appropriate to focus the CNO work to address how to avoid overload in a recovery scenario.

Abnormal operation handling
As stated above, overload due to predictable traffic increase should not occur in a well-planned network. Floods of signalling, as result from mobility events (RAU/TAU, handover or ULI updates) e.g. at train stations or in business districts during busy hours, football stadiums, and city centres during the weekend, shall be handled by proper network planning and load balancing as this is predictable and known events. 

The focus for overload handling should be put on node failure scenarios, including node restarts and emergency situations. In these cases the expected overload situations will be of type:

· Mobility management signalling due to RAN node restart (Scenario 1 in TR23.843)
The S4 and S11 signalling will be Modify Bearer Request/Response. Existing solution can also be to use Modify Access Bearer Request message (per UE) instead of Modify Bearer Request (per UE and PDN connection) which will give reduced signalling over S11.
· Re-attach signalling due to failure in a core network node (Scenario 2 in TR23.843)
The S4, S11 and S5 signalling will be Create Session Request/Response which can be handled by the existing back-off timer function. Using overload indication on GTP-C from Serving GW will not add any performance enhancements in this situation as it can be handled by existing solution.
· Service request signalling due to a catastrophic event (Scenario 3 in TR23.843)
The S4 andS11 signalling will be Modify Bearer Request/Response. Existing solution can also be to use Modify Access Bearer Request message (per UE) instead of Modify Bearer Request (per UE and PDN connection) which will give reduced signalling over S11.
· UE requested PDN connectivity signalling due to a catastrophic event (Scenario 3 in TR23.843)
The S4, S11 and S5 signalling will be Create Session Request/Response which can be handled by the existing back-off timer function. Using overload indication on GTP-C from Serving GW will not add any performance enhancements in this situation as it can be handled by existing solution.
· Network triggered Service Requests for push like services and applications (Scenario 4 in TR23.843). The signalling over S4/S11 will be Downlink Data Notification (DDN) followed by Service Request. This can be handled by the existing Throttling of Downlink Data Notification Requests functionality ( see clause 4.3.7.4.1a in TS23.401)
Using a technique with a general overload indication from the receiving node i.e. the overloaded node can be questioned as in cases with sudden floods of signalling if the reaction times will be fast enough to handle these situations. The receiving node shall perform measurements of the sudden change of load and send this information back to the sending node which shall start rejecting or throttling received requests.
Conclusion and proposal
It is proposed to include the text below in the TR 23.843:

>>>>>>>>>>>>>>>>> First Change <<<<<<<<<<<<<<<<<<<<<<<<
5
Architecture Principles

The study should follow the principles as defined below:

1. Already specified overload control means as well as tools available to manage or handle the overload scenarios should be examined and preferred, if they are adequate, and these should be improved if possible, or if deemed necessary. 

2. General overload handling solutions that work regardless of the cause are preferred.

3. The study will focus initially on providing a solution that does not require UE modifications. However the study does not preclude the possibility for improving UE behaviour.
4. Based on regional/national requirements and network operator policy, an MPS session shall be exempted from core network overload controls for a node, up to the point where further exemption would cause instability.   Proposed solutions should be consistent with congestion control exemptions defined for MPS (TS 23.401, clause 4.3.18) for EPC for E-UTRAN access.
5. For the scope of factors to be addressed with measures that mitigate the negative effects of an overload situation, it should be assumed that the operator has a regular follow-up on the load situation in the network. Detecting and eliminating bottlenecks is an important aspect in that work and should not be in focus for in service functions for 3GPP to address in other way than devising standardized procedures that behave in a predictable way when the communication between nodes is temporarily disturbed or overloaded.

6. It should be a general 3GPP target to devise the standardized procedures to avoid unnecessary signalling as well as mixing signalling with widely different needs at the data sink. (E.g. location can be accurate and time can be accurate, but keeping the data sink updated with an accurate location at all times is demanding and likely a waste of resources.)

7. Once the procedures are devised to, in the network perspective, avoid unnecessary signalling in normal operation it is suitable to study situations that significantly deviate from normal operation/usage. Evident factors are more users than normal in the same location/cell, storm of traffic (e.g. many users start receiving the same live streaming video simultaneously), major network configuration as well as the case of one or more central node outages (resulting in recovery scenarios),

8. Therefore, in a properly balanced network, properly specified recovery methods helps limiting the risk for overload in the network. This may however still occur, but may be regarded as an exceptional state that calls for methods to avoid cascading effects that causes the disturbance to unnecessarily spread in the network.

9. The nodes that would be most likely to be overloaded in a recovery scenario (overload due to user traffic increase should not occur with proper network planning) are those that (a) need to invoke clean-up procedures and/or (b) are invoked in the recovery procedure.

10. Therefore it is appropriate to focus the CNO work to address how to avoid overload in a recovery scenario.
>>>>>>>>>>>>>>>>> Second Change  <<<<<<<<<<<<<<<<<<<<<<<<
6.x
Solutions targeting GTP-C overload prevention
6.x.1
Introduction

As discussed in clause 5 overload due to predictable user traffic increase should not occur in well planned network. Flood of signalling as result of mobility events (RAU/TAU, handover or ULI updates) e.g. train stations or business districts during busy hours, football stadium, and city centre during the weekend, shall also be handled by proper network planning as this is predictable and know events. 
The focus on GTP-C overload handling should be put on node failure scenarios including node restarts and emergency situations. Solutions for these scenarios are discussed in the following clauses.

6.x.2
Mobility management signalling

Abnormal mobility management signalling can be a result from a RAN node restart as specified in Scenario 1 in TR23.843)

The resulting S4 and S11 signalling will be Modify Bearer Request/Response. Existing solution for this can be to use Modify Access Bearer Request message sent per UE instead of Modify Bearer Request sent per UE and PDN connection, which will give reduced signalling over S11. 

Editor’s Note: It’s FFS whether there are other solutions for this abnormal case.

6.x.3
Re-attach signalling

Abnormal re-attach signalling can be a result from failure in a core network node as specified in Scenario 2 in TR23.843).

The resulting S4, S11 and S5 signalling will be Create Session Request/Response, which can be handled by the existing back-off timer function.

6.x.4
Service request signalling

Abnormal service request signalling can be a result from a catastrophic event as specified in Scenario 3 in TR23.843.

The resulting S4 and S11 signalling will be Modify Bearer Request/Response. Existing solution for this can be to use Modify Access Bearer Request message sent per UE instead of Modify Bearer Request sent per UE and PDN connection, which will give reduced signalling over S11. 

Editor’s Note: It’s FFS whether there are other solutions for this abnormal case.

6.x.5
UE requested PDN connectivity signalling

Abnormal UE requested PDN connectivity signalling can be a result from a catastrophic event as specified in Scenario 3 in TR23.843)

The resulting S4, S11 and S5 signalling will be Create Session Request/Response, which can be handled by the existing back-off timer function.

6.x.6
Network triggered Service Requests

Abnormal network triggered service request signalling can be a result from  push like services and applications as specified in Scenario 4 in TR23.843

The resulting signalling over S4/S11 will be Downlink Data Notification (DDN) followed by Service Request. This can be handled by the existing Throttling of Downlink Data Notification Requests functionality (see clause 4.3.7.4.1a in TS23.401).
>>>>>>>>>>>>>>>>> End of Changes <<<<<<<<<<<<<<<<<<<<<<<<
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