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Abstract of the contribution: This contribution propose a Diameter Server Agent on S6 interface to regulate load to HSS.
Introduction
This paper proposes Diameter agent behaviour that can be used as a solution in the short term to address overload of a server node like HSS. This behaviour is expected to be complementary to other effort in IETF or 3GPP that defines a general overload handling method for Diameter.
Discussion
In the last meeting it was recommended to investigate the following (TR 23.843, section 6.2.5):
1. Further clarify the use of Diameter Agent (DA) for interfaces that support Diameter but currently 3GPP specs are not explicitly clear on DA usage (e.g. exception is the PCC specification of DRA).:
This contribution attempts to clarify the overload handling role of an S6 Diameter Agent. This functional entity called DLM (Diameter Load Manager) in this solution is a Diameter Agent (DA) as defined in RFC 3588. In addition, for overload handling the DSA performs the following:
· Maintains a view of HSS load by obtaining feedback over transport links (SCTP errors) and Diameter (3004 DIAMETER_TOO_BUSY, dropped messages)

· Implements a load sensitive request dispatcher to the HSS.

· Rejection of low priority messages at threshold load level by sending 3004 DIAMETER_TOO_BUSY to Diameter client.

This proposal recommends messages that may be considered low priority in an implementation specific manner. The Diameter client (e.g. MME) that initiated the request should not send a new transaction for that user (IMSI) until the expiry of a configured timer value. The Diameter client (MME) may in turn throttle the user or otherwise slowdown requests for this user. As a result of this mechanism, the HSS is protected by a Diameter proxy that prevents the client from overloading the HSS. The load level of the DLM itself can trigger throttling of requests. However, the DLM is expected to be lightweight and only maintains server load state.
Proposal
This paper clarity how the MME/SGSN should action when the S6a/S6d diameter interface is congestion. 
* * * Start of proposed changes in TR 23.843 * * * *
6.2.5
Solution 4: Diameter Application Evaluation and Improvement via Existing Mechanisms

6.2.5.1
Evaluation Criteria

3GPP needs to take a proactive approach to addressing any possible shortcoming related to Diameter using existing mechanism in parallel while pursuing a longer term goal of updating Diameter base protocol.

3GPP should investigate further and document certain aspects of Diameter usage based on so far deployment experiences, network outage information, congestion and overload conditions that has been attributed to interfaces supporting Diameter.  Some of these aspects to be further investigated are as follows:

1. Further clarify the use of Diameter Agent (DA) for interfaces that support Diameter but currently 3GPP specs are not explicitly clear on DA usage (e.g. exception is the PCC specification of DRA).

2. Further clarify “Diameter too Busy” and other similar error usage on a per 3GPP Diameter Application level for 3GPP Diameter nodes. For example, how should an MME/SGSN react when it receives this error from HSS routed via similar functional node like a Diameter Agent (DA) with functionalities that can support overload and congestion without Diameter protocol update and vice versa.

3. When node internal implementation detects conditions that could imply possible congestion or overload situation approaching, Diameter application specific action should be taken to prevent/reduce other procedures so that as a consequence it in turn reduces overall Diameter signalling on that specific application.  An example may be delaying UE Attach procedures by using various backoff timers to reduce S6a signalling between MME and HSS. This requires analysis of node behaviour related to specific 3GPP Diameter Application.

4. Identify other 3GPP procedures that are dependent on producing Diameter signalling and determine if there are tools available (e.g. other existing mechanism in 3GPP) to ensure certain actions can be taken by the system to help reduce load on the system based on e.g. preconfigured Diameter signalling load value. This requires analysis of node behaviour related to specific 3GPP Diameter Application.

The solution(s) for evaluation may include proposals, for example, scenarios documented in section 6.

6.2.5.2
Solution Description: Diameter Load Manager
Editor’s Note:  In this section, proposed solutions will be documented or referred to from section 6 as appropriate, and analysed on the aspects described for investigation in section 6.2.5.1.
In order to handle a large number of concurrent messages on S6/ S6d/S6c interfaces; a server like the HSS and a Diameter Agent function can selectively drop requests or answer with 3004 DIAMETER_TOO_BUSY to relieve the load on the HSS. Answering with 3004 DIAMETER_TOO_BUSY is preferred to dropping requests when possible since it provides the client with some feedback. 
In this alternative, there is a Diameter Agent – DLM (Diameter Load Manager) that acts as a load handling proxy for the HSS and is one Diameter hop from the HSS. There may be more than one DLM in an operator network, however, an HSS is load balanced through a single DLM. DLM can manage load for multiple monolithic HSS, but in this case, the DLM needs to know that the request cannot be served by any of the HSS, and therefore it cannot re-route traffic directed to one server, towards another server. Instead the DLM should report the "DIAMETER TOO BUSY" status back to the previous agent (or drop the request).
The DLM can derive dynamic load of HSS based on initial configuration information, methods that use the aggregate number of DIAMETER_TOO_BUSY messages it receives, request message drops by HSS, as well as SCTP transport level indications of load on the DLM – HSS interface. The methods to derive load are implementation dependent and outside the scope of this study. 
When the HSS consists of a cluster of nodes / Front Ends (FE), the DLM distributes requests to FEs based on the estimated load levels of each FE. 
When the aggregate load on the HSS (or DLM) reaches a preconfigured threshold level, the DLM may rank the request messages via proprietary means dependent on an application basis and forward high priority messages to HSS while dropping or answering with 3004 DIAMETER_TOO_BUSY for lower priority messages. 
Answering with 3004 DIAMETER_TOO_BUSY for certain types of messages by DLM may be used as an early indication mechanism to contain the load on the HSS, and as a means to inform the Diameter client of the receiving node condition. 
Editor’s Note: Ranking of messages and Diameter application behaviour in DLM are FFS.
Editor’s Note: Other Diameter applications may use similar functions as DLM and is FFS.

* * * End of proposed changes in TR 23.843 * * * *
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