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Abstract of the contribution: This contribution proposes to clarify that the content of the MTC Device Trigger is transparent to the M2M Transport Layer (i.e. UMTS and EPS) and should be handled at the M2M Service Layer.
1
Introduction
During the discussion on the SA2 email reflector there were basically two views regarding the content of the Device Trigger message:
1) the trigger content should be transparent to the transport layer (UMTS, EPS) and should be out of scope of 3GPP standards;
2) the trigger content may include some Transport Layer specific parameters, such as APN, QoS or priority.

We adhere to the former point of view.

In our opinion, the trigger content should be discussed and specified in SDOs working on the M2M Service Layer (e.g. ETSI). What the 3GPP system needs to provide is a Transport Layer enabler that allows the MTC server to trigger an MTC Device, providing in the process a transparent container that carries all information relevant to the Service Layer in the MTC device (e.g. Application ID, MTC server’s address, etc) to complete the triggering.

2
Comparison of 3GPP and ETSI Architectures
The figure below, copied from 23.888, depicts the agreed MTC architecture, as defined by 3GPP.
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Figure 1: 3GPP architecture for MTC

The figure clearly indicates the 3GPP boundary i.e. indicates that the scope of 3GPP specifications ends at the MTCi and MTCsms interfaces (for user data) and the MTCsp reference point (a control plane used for Device Triggering).

The identifier used on MTCsp is referred to as the External ID in 23.888 and, as of today, it is not perfectly clear which SDO should define it. However, given that 3GPP-defined systems (UMTS, EPS) represent only part of the possible Transport Layers (e.g. there are other Transport Layers, such as 3GPP2 systems, fixed networks, etc), we are tempted to conclude that the External ID on MTCsp should better be specified in SDOs focusing on the M2M Service Layer.
While Figure 1 is very explicit, it unfortunately provides only a “horizontal” view; notably, it does not go into much details regarding the number of “vertical” layers inside the MTC device. For that purpose it is more instructive to have a look at the ETSI M2M Service Layer architecture, depicted in Figure 2

:
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Figure 2: ETSI architecture for M2M Service Layer (TS 102 690)
In contrast, to the 3GPP architecture, the Service Layer focuses on definition of APIs between the MTC application and the MTC service (mIa and dIa), as well as the interface between the MTC device and MTC server (mId). Contrary to Figure 1, the ETSI architecture clearly separates the M2M applications from the M2M Service Capabilities inside the terminal, which in turn is clearly separated from the “Communication modules”.
For the purpose of this paper we refer to the “M2M Service Capabilities” and the “Communication modules” in Figure 2 as the device’s Service Layer and Transport Layer, respectively.

It is tempting to compare the M2M Service Layer with the IMS. They both are overlaid on top of the Transport Layer, are (ideally) independent of it, and their reference points are largely transparent to it. For instance, one can compare the Gm reference point in the IMS with the mId reference point in Figure 2 in that they are both transparent to the Transport Layer.
Similar to the IMS, on the network side there are some “points of contact” where the Service Layer interacts with the Transport Layer. For instance, the Rx/Gx is an example for Service-Transport interaction in the IMS (for the purpose of QoS and policing), whereas the MTCsp is an example for Service-Transport interaction in the MTC/M2M architecture (for the purpose of Device Triggering).
On the device side, the M2M Service Layer is comparable (for its location in the protocol stack) to the IMS client. Indeed, it is a sort of “middleware“ that can communicate with various “Communication modules” in the downward direction (e.g. WLAN, 3GPP, 3GPP2 access) and with various applications in the upward direction.
When changing from one access to another (e.g. from 3GPP access to WLAN), the IMS client knows how to adjust the access-specific parameters related to QoS, security, etc. Similarly, the M2M Service Layer should be able to use the appropriate “Communication module” and configure it appropriately.
3
Comparison of 3GPP and ETSI Architectures

Having gone through all these analogies and coming back to the initial discussion, the question is whether the device triggering message on the MTCsp interface needs to expose any information understandable to the EPS/UMTS layer other than the External ID.

In our view, all information that is relevant for successful device triggering (e.g. Application ID, MTC Server address, etc) can be carried within a transparent container in the Device Trigger message.

The transparent container is received and interpreted at the Service Layer in the MTC Device.

Based on the information in the container (e.g. Application ID) the Service Layer in the UE can dispatch the trigger information to the appropriate M2M application. When the latter requests establishment of a communication with the M2M application on the network side, the Service Layer can select the appropriate “Communication module” (e.g. PDN connection, or any other Transport Layer construct) in the device and provide all transport-layer parameters in the communication request (e.g. APN, MTC server address, QoS, priority, etc). The requested transport-layer parameters can either be configured in the Service Layer in the device (e.g. via OMA DM), or can be deduced from the information contained in the transparent container that was received with the Device Trigger message.
In either case, it seems that from Transport Layer perspective there is no need to specify any information that can be interpreted by the Transport Layer itself, other than the External ID that is used for delivery of the Device Trigger message to the right device.
There were some concerns raised on the SA2 reflector regarding the transparent approach – namely, that the trigger message (control plane) could be misused to carry user data. In our view, this is not a real problem as any such misuse can be controlled by the PLMN e.g. by monitoring the frequency of trigger occurrences or by the size of the trigger messages.
4
Proposal

Based on the previous discussion it is proposed to agree that the MTC Device Trigger message shall carry information relevant to the M2M Service Layer in a transparent container.
First change in TR 23.888
5.8.2
Required Functionality

The following functionality is required to trigger MTC Devices:

-
The PLMN shall be able to trigger MTC Devices to initiate communication with the MTC Server based on a trigger indication from the MTC server.

-
The network shall provide a mechanism such that the MTC Device can only receive trigger indications from authorized MTC Servers.

-
Upon receiving a trigger indication from a source that is not an authorised MTC Server, the network shall be able to provide the details of the source (e.g. address) to the MTC User. 

-
The network shall provide a mechanism to the MTC User to provide a set of authorized MTC Server(s).
-
The trigger mechanism shall be able to provide a scalable transmission of trigger request and trigger response messages for multiple MTC Devices in the PLMN and on the interfaces to the MTC Server.

-
The main characteristic of the device trigger feature is the control plane interaction between the MTC Server and the 3GPP system that initiates all necessary functions or procedures within the 3GPP system and towards the MTC Server to enable the MTC Server to send user plane data towards the MTC Device. Any triggering activity on MTC application level, which results in traffic being transferred by the 3GPP system transparently as user plane data, is not considered as device trigger (feature).

-
A MTC Device shall be able to receive trigger indications from the network and establish communication with the MTC server when receiving the trigger indication. Possible options are:

-
Receiving trigger indication in detached state and establish communication.

-
Receiving trigger indication in attached state and the MTC device has no PDP/PDN connection.

-
Receiving trigger indication in attached state and the MTC device has a PDP/PDN connection.

NOTE 1:
There are currently available solutions to trigger MTC Devices (e.g. unanswered CS call attempts, sending an SMS). However, these have disadvantage when used at a large scale (e.g. they are based on MSISDNs), and work only for attached MTC Devices. This key issue will investigate possible improvements over the currently available means for triggering.

NOTE 2:
In reference to the three sub-bullets above (beginning with “Receiving trigger indication in…”), the trigger indication denotes a control plane indication specific to the MTC Device Trigger feature, including the case of the MTC device having a PDP/PDN connection. Reasons for recurring to device triggering in the latter case are e.g. when the MTC Server does not know the IP address assigned to the MTC Device, or when the MTC device does not respond after using MT IP communication e.g. due to network problems or that the IP address has become obsolete, or when the MTC device is not user plane reachable by a MTC Server over the currently established PDP/PDN connections, or because of other reasons where user plane communication needs to be initiated from the MTC device side.

-
A HPLMN supporting the MTC device trigger feature shall provide an interface for reception of a trigger indication into the PLMN in order to be delivered by the network to the addressed MTC device. This interface:

-
shall be globally consistent (i.e. the same) across PLMNs supporting the MTC device trigger feature.
-
shall not require the MTC server to have prior knowledge of the current reachability state (e.g. attachment and PDP context/PDN connection states) of the targeted MTC device.
NOTE 3:
This interface does not preclude an MTC server from interrogating/monitoring the network for the current reachability state of a MTC device.

NOTE 4:
For backwards compatibility reasons, this interface does not preclude a MTC server from using a pre-existing interface (e.g. submitting an SMS-based trigger indication directly to an SMS-SC).  However, the intention would be for MTC service providers to migrate towards utilizing this new interface for device triggering.
-
If the network is not able to trigger the MTC Device, e.g. due to network congestion, the network may report the trigger failure to the MTC server.

Editor’s note: It is FFS that the network always needs to report the trigger failure to the MTC server for all the MTC device trigger solutions.

-
In the triggering request to the PLMN the MTC Server shall use an identifier to indicate the MTC Device that is required to be triggered. The identifier used:

- can be a new identifier; or

- can be an existing identifier such as an IMSI.

NOTE 5:
The identifier used by the MTC User in the triggering request to the MTC Server can be a different identifier than the one used by the MTC Server in the triggering request to the PLMN. The identifier used by the MTC User is out of scope of 3GPP standardisation and may e.g. be an application specific identifier.

NOTE 6:
Any information in the triggering request sent from the MTC Server to the PLMN (other than the MTC Device identifier) that may be used by the Service Layer in the MTC device to complete the triggering (e.g. dispatch the request to the appropriate application) or to establish communication with the MTC Server (e.g. APN, QoS, priority, MTC Server’s address, etc) is conveyed in a transparent container and is not interpreted by the PLMN.

End of changes
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