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Abstract of the contribution:

This contribution discusses different NAT traversal mechanisms supported by 3GPP, and concludes that both, the managed-NAT and non-managed-NAT solutions are needed for supporting MTC. 
1.  Discussions
P-CR S2-112741 approved at SA2#85 addresses the Key Issue: ‘IP Addressing’ and proposes the way forward. As per that approved P-CR, IPv6 is to be the primary long term solution for IP addressing of UEs used for MTC. Support of IPv4 also remains a requirement. Amongst others, the following MTC addressing scenario must be addressed for IPv4:

“  The MTC Server is located in a public IPv4 address space. The UE used for MTC is assigned a private IPv4 address from an address pool that is owned and managed by the MNO.”

In order to support communications between the MTC Server and the UE used for MTC that are located in different IPv4 address spaces, Network Address Translator (NAT) is deployed at the address space boundary. Such NAT could be a managed-NAT or a non-managed-NAT.

NAT traversal is not something new for 3GPP. 3GPP has supported NATs for the IMS networks. In order to support different deployment scenarios, TS 23.228 specifies support for both managed-NATs and non-managed-NATs for IMS services. This paper discusses the two NAT traversal mechanisms for supporting machine type communications. The paper also discusses how these two NAT traversal mechanisms are supported, or can be supported within the framework of TR 23.888.

1.1  Managed-NAT

Architectural overview of managed-NAT/hosted-NAT traversal solution for 3GPP MTC is illustrated in Figure 1.1-1 and Figure 1.1-2. Managed-NAT solution allows the carrier network/PLMN to have control over the NAT. The two architectural solutions below differ in terms of the PLMN entity that hosts NAT Control Function. In the architectural illustration in Figure 1.1-1, NAT Control Function is hosted by the MTC-IWF. In the architectural illustration in Figure 1.1-2, NAT Control Function is hosted by the GGSN/P-GW. MTCxx is the interface between the PLMN entity that hosts the NAT Control Function and the managed-NAT.
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Figure 1.1-1: Managed NAT – NAT Control Function in MTC-IWF
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Figure 1.1-2: Managed NAT – NAT Control Function in GGSN/P-GW

NAT Control Function manages the NAT by putting NAT bindings in the NAT and keeps the bindings alive during the duration of MTC services. Some mechanisms are needed for the NAT Control Function to become aware of UE’s IP address, the expected port(s) to be used, and the address and port at the public side of the NAT. The bindings are then configured in the NAT via. signalling over the MTCxx interface. NAT bindings are kept alive by virtue of the flow of UP traffic. Additionally, some UP traffic monitoring capability at the NAT Control Function can keep the bindings alive via. appropriate signalling over the MTCxx interface.
The solution described in Section 6.19 TR 23.888 ‘MT Communications with Micro Port Forwarding’ is an example of the managed-NAT solution shown in Figure 1.1-2. As per the illustrations in section 6.19 TR 23.888, the NAT Control Function is hosted by the GGSN/P-GW. Once the UE used for MTC has established a PDP/PDN connection (IP address assigned to the UE), MPF rules are configured in the NAT by the NAT Control Function in the GGSN/P-GW sending MPF Request (MPF Configuration Options) message to the NAT. Such MPF rules are provided to the MTC-IWF as well. The MTC Server can then perform MTCsp signalling to obtain the public IP address and port information (transport address) etc. (public portion of MPF rules) from the MTC-IWF for initiating user plane communications with the UE used for MTC.

Note: Transport address is the combination of an IP address and port number (such as UDP or TCP port number).

Alternatively, the following procedures can be used for making the public portion of the MPF rules available to the MTC Server:

· The MPF rules are made available to the UE during the PDP/PDN connection establishment. The UE used for MTC updates the MTC Server with the public portion of the MPF rules by using over-the-top signalling mechanism. 
· Use the FQDN Identifier Solution in section 6.1, TR23.888 so the NAT Control Function updates public DNS with the MPF rules. The MTC server performs query of the FQDN of the UE used for MTC to obtain the public portion of the MPF rule.

1.2  Non-Managed-NAT

Architectural overview of non-managed-NAT traversal solution for 3GPP MTC is illustrated in Figure 1.2-1. Bindings in non-managed-NATs are not controlled by the network. Bindings in the non-managed-NAT are created when the UE used for MTC initiates communications with the MTC Server.
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Figure 1.2-1: Non-Managed NAT with Address Determination Server

Once PDP/PDN connection is established for a UE used for MTC, the IP address is made available to the MTC-IWF. When the MTC Server queries the MTC-IWF for UE’s public IP address and port information (transport address), the MTC-IWF emulates the UE by sending packets through the NAT to an Address Determination Server. Such IP packets are routed to the Address Determination Server via the GGSN/P-GW and over the MTCyy interface. The Address Determination Server is used to discover the public side of the transport address of the UE.

UE emulation IP packets include the address assigned to the UE and the expected port to be used (based on the Application ID received in the trigger request from the MTC Server). Such IP packets create binding for the UE at the NAT. Such IP packets conform to the protocol defined in RFC5389 (STUN) or RFC5766 (TURN), depending on the type of the non-managed-NAT
. The STUN/TURN packets are intercepted by the Address Determination Server (STUN Server/Turn Relay) on the public side of the NAT. The Address Determination Server returns the public IP Address and port information (transport address) for the UE, which is passed to the MTC Server by the MTC-IWF. With such information about the public transport address of the UE, the MTC Server initiates user plane communications with the UE used from MTC.
Depending on the nature of the non-managed-NATs (EIM or non-EIM type), the UP traffic flows directly from the public side of the NAT or via the Address Determination Server. 
· For EIM type NAT, UP traffic flows from the public side of the NAT over the Gi/SGi interface. 
· For non-EIM type NAT, the UP traffic flows through the Address Determination Server (TURN Relay) over the Gi/SGi interface. 
NAT bindings are kept alive by virtue of the flow of UP traffic. Additionally, some traffic monitoring capability at the GGSN/P-GW or at the MTC-IWF can keep the bindings alive via. appropriate keep alive STUN/TURN signalling.
2.  Conclusions

IPv6 is to be the primary long term solution for IP addressing of UEs used for MTC. Support of IPv4 also remains a requirement. The scenario of an MTC Server located in the public IPv4 address space and the UE used for MTC deployed in a private IPv4 address space needs to be supported.

In order to support communications between the MTC Server and the UE used for MTC that are located in different IPv4 address spaces, Network Address Translator (NAT) is deployed at the address space boundary. Such NAT could be a managed-NAT or a non-managed-NAT.

Large carrier deployments for MTC will generally consider managed-NAT (Carrier Grade NAT – CGN) solutions. Such managed-NATs, however, require a ‘Network Control Function’ in the PLMN to manage the NAT bindings. The Micro Port Forwarding (MPF) solution described Section 6.19 TR 23.888 is an example of managed-NAT solution. As seen from the descriptions for the MPF solution, the solution requires complex configuration of ‘forwarding rules’ at the UE used for MTC and in the Core Network entities. The solution requires extensive signalling also (MTCxx ) for configuring and managing the bindings in the NAT.

3GPP needs to support non-managed-NAT solution as well to meet operator requirements. Early stage of MTC deployments could use non-managed-NATs. Small-to-medium businesses, hotels, malls, airports etc., would also be candidates for non-managed-NAT deployments. Non-managed-NAT solution requires STUN/TURN servers to be integrated with the NATs. MTC-IWF and GGSN/P-GW need to support STUN/TURN user agent functions. STUN and TURN are light weight protocols and can readily be integrated in the PLMN entities. In terms of the relative complexity, non-managed-NAT solution is likely to have lower impact on the PLMN entities. 

NAT traversal is not something new for 3GPP. 3GPP has supported both managed-NAT and non-managed-NAT solutions for IMS services. It is, therefore, recommended that both, the managed-NAT and the non-managed-NAT solutions be supported for MTC services as well.

3.  Proposal

The following proposal is for adding a solution for non-managed-NAT traversal to TR 23.888.

************************************    START OF CHANGE    **********************************
6.x  Solution - NAT Traversal using Non-Managed-NAT

6.X.1
Problem Solved/ Gains Provided
See clause 5.3 "Key Issue - IP Addressing"
6.X.2
General

In order to support communications between the MTC Server and the UE used for MTC that are located in different IPv4 address spaces, Network Address Translator (NAT) is deployed at the address space boundary. Such NAT could be a managed-NAT or a non-managed-NAT.

The solution described in Section 6.19 TR 23.888 ‘MT Communications with Micro Port Forwarding’ is an example of the managed-NAT solution shown. The proposal in this section provides the architectural framework for a non-managed-NAT solution for MTC.

6.X.3
Non-Managed-NAT for MTC

Architectural overview of non-managed-NAT traversal solution for 3GPP MTC is illustrated in Figure 6.x.3-1. Bindings in non-managed-NATs are not controlled by the network. Bindings in the non-managed-NAT are created when the UE used for MTC initiates communications with the MTC Server.
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Figure 6.x.3-1: Non-Managed NAT with Address Determination Server

1. Once PDP/PDN connection is established for a UE used for MTC, the IP address is made available to the MTC-IWF. 

2. When the MTC Server queries the MTC-IWF for UE’s public IP address and port information (transport address), the MTC-IWF emulates the UE by sending packets through the NAT to an Address Determination Server. Such IP packets are routed to the Address Determination Server via the GGSN/P-GW and over the MTCyy interface. The Address Determination Server is used to discover the public side of the transport address assigned to the UE.

3. The UE emulation IP packets include the address assigned to the UE and the expected port to be used (based on the Application ID received in the trigger request from the MTC Server). Such IP packets create bindings for the UE at the NAT. Such IP packets conform to the protocol defined in RFC5389 (STUN) or RFC5766 (TURN), depending on the type of the non-managed-NAT
. 
4. The STUN/TURN packets are intercepted by the Address Determination Server (STUN Server/Turn Relay) on the public side of the NAT. The Address Determination Server returns the public side of the IP Address and port information (transport address) for the UE, which is passed to the MTC Server by the MTC-IWF. 
5. With such information about the public transport address for the UE, the MTC Server initiates user plane communications with the UE used from MTC.
Depending on the nature of the non-managed-NATs (EIM or non-EIM type), the UP traffic flows directly from the public side of the NAT or via the Address Determination Server. 

· For EIM type NAT, UP traffic flows from the public side of the NAT over Gi/SGi interface. 

· For non-EIM type NAT, UP traffic flows through the Address Determination Server (TURN Relay) over Gi/SGi interface. 

NAT bindings are kept alive by virtue of the flow of UP traffic. Additionally, some traffic monitoring capability at the GGSN/P-GW or the MTC-IWF can keep the bindings alive via. appropriate keep alive STUN/TURN signalling.

6.X.3
Impacts on existing nodes or functionality

Impact on MTC-IWF:

-
Perform address determination procedure with the Address Determination Server to obtain the public transport address for the UE  

-  STUN/TURN user agent function at the MTC-IWF

Impact on GGSN/P-GW:

-
STUN/TURN user agent function at the MTC-IWF

6.X.4
Evaluation
Benefits:

-
Low impact on existing Core Network nodes

-  The solution is based on known IETF protocols

-  No user plane and application layer impact

-  No complex configuration of ‘forwarding-rules’ at the MTC device and/or in the Core Network entities

-  No impact on subscription data

Drawbacks:

-  New Address Determination Server entitiy (STUN/TURN server) in the Core Network

************************************    END OF CHANGE    **********************************
� For Endpoint-Independent-Mapping (EIM) NATs, STUN protocol (RFC5389) is used. For Endpoint-Dependent-Mapping (non-EIM) NATs, TURN protocol (RFC5766) is used.


� For Endpoint-Independent-Mapping (EIM) NATs, STUN protocol (RFC5389) is used. For Endpoint-Dependent-Mapping (non-EIM) NATs, TURN protocol (RFC5766) is used.
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