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Abstract of the contribution:

This document discusses the requirements, architecture and principles for SIPTO at H(e)NB Subsystem in R-11 as part of the LIMONET WID, and proposes a solution to use LIPA PDN connection to offload traffic from Core PDN connection. The solution relies upon UE having a LIPA APN subscription and possibly enhanced UE capability in terms of APN bundling and traffic re-routing.
1. Introduction

Local IP Access (LIPA) and Selected IP Traffic Offload (SIPTO) at or above RAN architectures have been developed in R-10 [1]. In R-11, WID – LIPA Mobility and SIPTO at the Local Network (LIMONET) [2] has been tasked to study and develop architecture for LIPA mobility and SIPTO at local network. This contribution studies the requirements and discusses the architecture, procedure and traffic offloading aspects for SIPTO at local network. Some assumptions are made in this contribution, i.e, UE has a LIPA APN subscription, LIPA being enabled on H(e)NB by mobile operator and/or H(e)NB hosting party, and roaming policy (VPLMN LIPA allowed), and perhaps some enhanced feature such as APN bundling and traffic re-routing among APNs. A companion contribution will address a different solution if these assumptions are not true.
2. Requirements specific for SIPTO at H(e)NB Subsystem

The requirements specific to SIPTO at H(e)NB Subsystem have been documented in TS 22.220 [3], clause 5.9, and are listed below for convenience. These requirements are in addition to common requirements for both Macro network and H(e)NB subsystem documented in TS 22.101 [4], clause 4.3.5.

· Selected IP Traffic Offload shall be possible to be done without traversing the mobile operator network, subject to regulatory requirements.

· The mobile operator and the H(e)NB Hosting Party, within the limits set by the mobile operator, shall be able to enable/disable Selected IP Traffic Offload per H(e)NB.

· Based on mobile operator SIPTO policies, the network shall be able to allow the user to accept/decline offload before the traffic is offloaded.

Note: There is a possibility that the user’s service experience will be different if the user’s traffic is offloaded via SIPTO for H(e)NB Subsystem.

· The SIPTO policies may be defined per APN, per IP Flow class under any APN, or per IP Flow class under a specific APN.

· The mobile operator shall be able to configure the SIPTO policies either statically or dynamically.

3. Solution space

3.1 Architecture frameworks

There are more common requirements for both SIPTO at macro network and SIPTO at H(e)NB Subsystem than feature specific requirements. These include enabling/disabling SIPTO on a per UE per defined IP network basis, offloading traffic to a particular defined IP network while not offloading traffic to other defined IP networks, Service continuity for SIPTO at or above RAN, SIPTO permission in visited network, to name just few. This contribution proposes to start SIPTO at H(e)NB Subsystem with an established SIPTO at macro network connection, i.e, using existing APN subscription with SIPTO permission flag and DNS to find a PDN-GW that is geographically close to the point of attachment. So even if traffic can not be further offloaded at local network, it can still benefit from SIPTO at or above RAN.
To address the additional SIPTO at H(e)NB Subsystem specific requirements, we can see there are many similarities between SIPTO at local network and LIPA, on how the features work. Traffic in both cases is locally routed, without traversing operator network. Offloading or Local IP Access shall not affect services running in parallel for the same UE. Mobility may be supported within residential/enterprise network. Feature enabling/disabling and regulatory requirements are also similar. If further offloading at local network is necessary, this contribution proposes to use a LIPA PDN connection to accomplish that.

Conclusion: SIPTO at H(e)NB Subsystem can re-use the existing architectures from both LIPA and SIPTO at or above RAN. SIPTO at H(e)NB Subsystem will start with a SIPTO at or above RAN connection, if further offloading at local network is necessary, a LIPA PDN connection is used to offload the traffic.
3.2 SIPTO at local network procedures

SIPTO at at local network can start with SIPTO at or above RAN first. If the UE’s APN subscription does not allow SIPTO, then both SIPTO at or above RAN and SIPTO at local network are not possible. Otherwise, a SIPTO at or above RAN is established, i.e, allocating a PDN-GW that is close to UE’s location.

After SIPTO at or above RAN is established, MME may send a NAS message when additional information indicates that SIPTO at local network can be applied, for example:

· Existing PDN connections with SIPTO permissions

· The H(e)NB where the UE access from supports LGW (this can be identified either by any S1 NAS transport message, or existing LIPA context information)

· UE’s LIPA subscription and CSG subscription information related to LIPA

· Operator policy for SIPTO at local network (enable/disable)

SIPTO at local network can also start with the other way around, i.e, UE has a LIPA PDN connection first. When additional PDN connection is established with SIPTO allowed, MME can also send this NAS message to indicate its desire for SIPTO at local network. Actually, SIPTO at local network can start anytime when there is a change in established PDN connections, as long as the above conditions met. This NAS message could re-use some existing messages, e.g, ESM Information Request/Response, or be newly defined.

To address the requirement that network may have SIPTO policies defined per APN, per IP Flow class under any/specific APN, the NAS message can contain information such as APNs to be offloaded, TFTs associated with APNs to be offloaded and LIPA APN to carry the offloaded traffic. The NAS message may also contain an alert user indicator, if a user interaction to accept/decline offload is necessary. This will address the concern that there is a possibility the user’s service experience may be different if the user’s traffic is offloaded via SIPTO at local network, in that case user may wish to decline network initiated offloading request and stay with SIPTO at or above RAN.

If the UE supports the network initiated offloading request, it will respond with another NAS message indicating a success/failure or accept/decline status from the user. If it is a success or accept, the UE will take the action necessary to start traffic offloading, for example, establish a LIPA PDN connection and start diverting traffic.

Conclusion: NAS messages are needed between UE and MME for the network to indicate the SIPTO at local network desire when certain conditions met, e.g, existing PDN connections with SIPTO permissions, LGW support at the H(e)NB, UE’s LIPA capability, operator policy for SIPTO at local network. UE’s response indicates its capability to support offloading of traffic from Core PDN connection with SIPTO permission to LIPA connection, and accept/decline status.
3.3 Traffic offloading

Once both Core PDN connection and LIPA connection are established, UE can offload the traffic from Core PDN connection to LIPA PDN connection. UE can use whatever information available to decide what traffic to be offloaded, such as all traffic originally sent on Core PDN connection, a static local policy dictating the traffic pattern, semi-static network policy from ANDSF, or dynamic policy from the NAS message from MME. For this, UE may need to be enhanced to take use of APN bundling. Additionally, UE may need to support traffic re-routing behaviour, to reverse the offloading traffic back to the Core PDN connection, in case of local network having a restricted firewall policy, or bad throughput due to different route. This may be indicated by monitoring traffic timeout, traffic throughput, or receiving an ICMP destination unreachable message when the traffic is sent on LIPA PDN connection.

Lastly, we should note that traffic offloading is also naturally supported by LIPA terminal, even without the exchanging of NAS messages. There is nothing the network can do to prevent a UE to use an established LIPA PDN connection to offload Internet traffic from any other Core PDN connections, if such function is supported by UE.

Conclusion: UE requested LIPA PDN connectivity, either in response to a NAS message from MME or self initiated, can be used to offload additional/all traffic from Core PDN connection with SIPTO permission.
4. Conclusions/Principles

According to the above discussion, it is propose to adopt following conclusions/principles for SIPTO at local network solution1 – using LIPA to offload traffic in TR 23.859.
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* * * Start of Change * * * *
5.4
SIPTO at the local network

5.4.x
Key issue #Sx: Using LIPA to offload traffic

5.4.x.1   Architecture principles
In this solution framework, the UE uses a LIPA PDN connection to offload any traffic from a SIPTO at or above RAN connection. The followings are the common principles applying to both UMTS and EPS:

· SIPTO at H(e)NB Subsystem can re-use the existing architectures from both LIPA and SIPTO at or above RAN. SIPTO at H(e)NB Subsystem will start with a SIPTO at or above RAN connection, if further offloading at local network is necessary, a LIPA PDN connection is established to offload the traffic.
· NAS messages are needed between UE and MME for the network to indicate the SIPTO at local network desire when certain conditions met, e.g, existing PDN connections with SIPTO permissions, LGW support at the H(e)NB, UE’s LIPA capability, operator policy for SIPTO at local network. UE’s response indicates its capability to support offloading of traffic from Core PDN connection with SIPTO permission to LIPA connection, and accept/decline status.
· UE requested LIPA PDN connectivity, either in response to a NAS message from MME or self initiated, can be used to offload additional/all traffic from Core PDN connection with SIPTO permission.
* * * End of Change * * * *
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