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Introduction

An associated discussion document describes the reasons for adding a new load-balancing alternative.
Proposed changes
The following changes are proposed to TR 23.812.

*** Start of changes ***

1. S-CSCF-2 downloads the user backup data from the HSS.
2. S-CSCF-2 forwards the terminating SIP request to UE.
3. If another terminating SIP request comes for another called user, who also used to register on S-CSCF-1, the restoration procedure repeats the steps 3~11.

6.1.2
S-CSCF Load Balancing at Initial Registration based on HSS
This alternative proposes to re-use existing signalling mechanisms, but where the HSS, with its current information and knowledge, selects the appropriate S-CSCF based on different information it has. This information could include: 

-
Number of current registered user at the S-CSCF

-
Type of provisioned services of each of those users

-
Number of expected terminals each of those user may have

-
Type of user (residential or business)

-
Additional policies and information received from support system (which could include current status of the S-CSCFs, such as it is under maintenance and should not be selected etc)
6.1.3
Load balancing using IETF SOC Overload Control

Some aspects of system load can be planned for or anticipated either because the there is some degree of predictability, or the rate which load is changing across the system is changing in a relatively gradual way. Existing OA&M solutions are able to handle this, but the centralized nature of an OA&M system is likely to limit what is achievable to be in the order of 10 or 15 minutes.

Similarly, it can be expected that any other centralized load balancing solution will have similar limitations. It seems very likely that “real-time” load balancing, where the load through elements in the network might need to change from session to session, will need to occur as a result of information exchanged in the signalling that occurs between elements, and as the result of load balancing decisions that occur in the network elements themselves.
The IETF SOC overload control mechanism described in clause 6.2.4 also has the effect of re-distributing load between network entities. The oc value propagated to upstream servers doesn’t directly represent how much a downstream server is loaded, but instead represents how much the traffic to it should be reduced by. Load balancing can be achieved by configuring the thresholds at which different oc values are sent, and by configuring the normal load distribution algorithm in the upstream server.
It is expected that this load balancing mechanism could be used in conjunction with OA&M mechanisms to provide a system that can handle anticipated or regular load changes across a network as well as rapidly changing local load conditions.
6.2
Architecture alternatives for Overload Control
6.2.1
P-CSCF Overload Control
6.2.1.1
P-CSCF redirects to another P-CSCF
6.2.1.1.1
Description
If overload conditions are detected in P-CSCF it may redirect a UE (which is trying to perform IMS Registration) to another P-CSCF. Such a network based redirect facilitation will aid the UE in finding another P- CSCF in a more deterministic fashion.
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